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ABSTRACT
The increase in Electric Vehicles (EV) penetration may add a sig-
nificant amount of load to the power grid potentially causing sev-
eral challenges like overloading of assets and big voltage drops on
feeder lines. Overcoming those challenges will be hard because of
the variability and unpredictability of EV loads, namely, the lack of
information on when, where, for how long or how fast charging
processes of EVs would take place. However, the EV extra load had
arguably not been taken into account when the distribution grid
was designed originally. In addition, expanding the distribution and
transmission capacity is a very costly and long process. Hence, it is
necessary to adopt a smart EV charging approach to address the
issues of peak load and power quality. This work focuses on propos-
ing and evaluating a new smart EV charging controller inspired
by the slow start mechanism of the Transmission Control Protocol
(TCP) on the Internet. The controller is a part of a distributed smart
charging architecture and responds to indication signals regarding
the grid state in real time. The indication process adopts a traf-
fic light model and is performed in a distributed way at the grid
connection point of each individual Charging Station (CS). Thanks
to the notification mechanism, the controller is able to deal with
the overloading of assets and keeps the voltage within the allowed
boundaries as predefined by the grid operator. The voltage control
considers not only the CS but also predetermined remote points.

CCS CONCEPTS
•Networks→Network resources allocation; •Computer sys-
tems organization→ Real-time system architecture; •Hard-
ware → Smart grid.
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1 INTRODUCTION
With all the innovation and developments like an increasing num-
ber of EVs and an increasing amount of renewable energy sources
getting integrated into the grids’ infrastructure, electrical grids are
nowadays facing challenges they were just not designed for. Partic-
ularly, new requirements on low voltage distribution grids have to
be fulfilled since the increase in EV penetration brings another set
of problems in terms of Power Quality (PQ) and congestion in the
different parts of the distribution grid [11, 23, 26]. The latter can
lead to overheating of transformer windings, power-supply instabil-
ity and accelerated degradation of line and transformer insulation,
leading to premature equipment failure.

Heretofore, infrastructure dimensioning [19, 33] has been adopted
by Distribution System Operators (DSO) as a guaranteed solution
for those emerging requirements. That dimensioning has been
based on worst-case conditions in all cases. Nevertheless, such a
procedure is no longer attractive from an economic and technical
point of view. State-of-the-art 22 kW charging power [25] by far ex-
ceeds the 4 kW estimate for a residential grid connection in central
Europe. Consequently, more on-line monitoring and even active
interventions during grid operation will be necessary to maintain
critical boundary conditions such as line voltages and asset loading
within safe limits.

Undoubtedly, guaranteed immediate and fast charging can only
be realized with sufficient grid capacities at the connection point,
in particular, required for public CSs. However, the variability and
unpredictability of EV loads make that task hard and costly from the
point of view of grid operators. As a result, a "smart approach" that
makes use of available excess capacities of the grid elements can
help to reduce grid connection costs, particularly, for the expected
large number of private(semi) fast charging wall-boxes. Therefore,
this paper proposes a solution for an active network operation at a
low voltage level.

Inspired by the design of the Internet, which offers best effort
services to elastic applications that back off in case of congestion,
we design a controller based on the slow start algorithm of TCP con-
gestion control. The authors of [5] introduce a comparison between
a packet-switched communication network such as the Internet and
the power distribution grid. According to their study, many con-
cepts of the Internet have equivalents or good approximations in the
power grid, namely, congestion, topology, sending measurements
and controlling signals, self-protection and uncontrolled loads. The
only main difference is the congestion notification. While the Inter-
net has two types of congestion feedback: explicit and implicit, the
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distribution grid has originally none of them. Precisely, the implicit
mechanism is almost impossible1 according to [5], whereas the
explicit one does not exist in most of the distribution grids because
of the lack of installed measurement devices. The trade-off between
cost and leveraging is the reason behind that lack. However, such a
notification mechanism in smart grids could provide information
about the not only the congestion but also about other grid issues,
i.e., power quality. Additionally, the lack of information in the low
voltage grid is a major criteria design of this mechanism.

To achieve congestion avoidance on the Internet, TCP uses
schemes such as slow start [20]. The mechanism is heavily in-
fluenced by "end-to-end argument" [10] whereby the congestion
control is largely a function of Internet hosts. TCP maintains a
congestion window (Cwnd) in order to limit the total number of
unacknowledged packets that may be in transit end-to-end. In a
similar way, grid operators use demand controlling to counter-
act some issues in the distribution grid, specifically, voltage drops
and assets overloading. A demand controlling is has been mostly
performed on relatively big loads such as EV. However, an impor-
tant difference between the Internet and power network should be
noted. A congestion in the network causes longer Round Trip Times
(RTTs) because of increasing the packet queues at router. The Inter-
nets’s TCP/IP uses RTT to autonomously detect the congestion. By
using the statistics of the measured RTTs, a re-transmission time-
out (RTO) is calculated on-the-fly. In contrary, the congestion in
power grids is defined by events generated when some predefined
threshold are crossed, e.g., voltage drop. Two factors determine
the response time of any load controller: the arriving time of an
event and the technical specifications of the controllable load, e.g.,
some EVs see the rapid changes in charging power as a sign of
bad power quality, thus disconnect from CS. While the latter can
be seen as a correspondence of flow control mechanism of TCP,
the former depends on the delay coming from data gathering, data
processing and consuming of event by the controller. As a result,
the response time of a controller including the time of both notifica-
tion and actuating is bounded by the technical constraints of both
the charging power adaptation by the car and the power grid. By
analyzing the process chain for measuring, analysis and decision
making (end-to-end delay), that delay is usually upper bounded
by the frequency adaptation of charging power by the car, thus
we designed the smart charger to react periodically based on all
arrived events (notifications) in that time horizon. Nevertheless,
the SC can react differently in terms of quickness based on the
degree of importance of the arriving event. The response time can
be adjusted dynamically in a similar way to the RTO.

Based on the similarity of the congestion problem in TCP and
the demand controlling in the distribution grid discussed in the pre-
vious paragraph and in [6, 24, 36], we develop an EV smart charger
inspired by the slow start. It uses a discrete charging rate similar to
the Cwnd in TCP. Thanks to a notification mechanism proposed in
[4], the smart controller can react to different events in the distri-
bution grid by increasing or decreasing the charging power similar
to the TCP slow start. The notification mechanism is distributed
and it adopts a traffic light model [7] in order to design an EV

1Sensing the voltage and frequency locally at end nodes can reveal some information
about the grid [16]

charging controller like TCP slow start. A component running at
each connection point of a CS generates indication signals using
selected data from certain Measurement Points (MP) distributed
through the grid. The aforementioned component generates those
indications using a hierarchical logic considering the loading of
grid assets and the local voltage at the CS or at another point in the
grid considered as critical in terms of voltage.

The remainder of this paper is structured as follows: In Section 2
we discuss related work. The architecture is described in Section 3,
after that, we introduce the designed controller in detail in Section
4. The results of different scenarios using a pure (co-)simulation
are presented in Section 5. Finally, we highlight future work and
conclude the paper in Section 6.

2 RELATEDWORK
Potential impacts of introducing a large number of EVs to the power
distribution network have been studied extensively in the literature
and many ideas have been introduced to use the EV penetration
for supporting the grid.

The solutions are very diverse and can fall under two main
categories in terms of functionality: charging scheduling [17, 18, 30]
and charging control [3, 4, 6, 8, 21, 22, 29]. However, there are three
types of charging control depending onwhere the charging decision
takes place:

(1) Centralized [8, 21]: An EV aggregator is responsible to take
an optimal charging decision for all the connected EVs.

(2) Decentralized [3, 22, 29]: The whole computation is done by
the local entities, i.e., no entity tells any other entity what
to do. The decision is completely independent.

(3) Distributed [4, 6]: Here is still a presence of EV aggrega-
tor, e.g., hierarchical or central unit, which does part of the
computation and forwards the output to local controllers.
A local controller reacts based on the forwarded and other
local information.

One one hand, a coordinated control at different levels of a hierar-
chical distributed system such as the power grid becomes infeasible
with a centralized control as discussed in a white paper [34]. On
the other hand, decentralized approaches either depend only on
local grid data at the CS or assume all the required grid data is
available locally at the controller. Those approaches ignore the fact
of lacking data from the distribution grids. Furthermore, the EV
charging ecosystem contains multiple actors who prefer to share
information as little as possible about their assets, specifically the
DSO about the low voltage grid. Therefore, distributed approaches
are the best solutions in order to keep the communication among
the actors as low as possible and to separate the different concerns
of ecosystem actors.

Based on the discussion in the previous paragraph, a notification
mechanism managed by the DSO according to the individual prop-
erties of each distribution grid is designed. Using this mechanism,
the DSO can hide many details from the controller by sending only
a single value describing the grid state; see Section 3.3. In contrast
to the mechanism proposed in [6], which requires a heavy and
synchronous communication overhead and only considers the con-
gestion in distribution grids, the used mechanism considers both
congestion and voltage control. While the authors of [6] chose to
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solve an optimization problem at the controller to ensure that net-
work resources are used efficiently and each EV charger receives a
fair share, we adopted the TCP slow start algorithm. The simplicity,
the similarity as described in Section 4.1 and the prioritization of
power quality are the reasons behind that choice.

In contrast to other existing work, the proposed controller con-
siders both voltage and overloading of assets. It allows more energy
to be charged into the EV battery without violating the predeter-
mined operating conditions of the grid. Thanks to the notification
mechanism, the communication overhead has been reduced. We
make three specific contributions:

• A notification mechanism as a part of a smart charging ar-
chitecture proposed in [4].

• Designing and evaluating a TCP-like charging controller as
a part of the smart architecture.

• A comparison scenario between solutions based On Load
Tap Changer (OLTC) and smart charging in terms of voltage
control.

3 DISTRIBUTED SMART CHARGING
ARCHITECTURE

For the sake of clarity, an architecture proposed in a [4] is described
in this section since the proposed controller in this work is a part
of that architecture.

3.1 The Vision
We envision a system in which a public CS can react immediately
to different events happening in a distribution grid in terms of
overloading the assets and the degradation of power quality, namely,
voltage drops on the feeder line. The reactions of each individual
CS are independent of other CSs and based only on the current
state of the grid 2regardless of the reactions of the other existing
CSs in the system.

An event-driven engine (e.g., Apache Kafka [15]) handles the
events that are triggered by MPs based on real-time data [31]. The
MPs are distributed through the grid at certain places. The locations
and the data resolution of each MP are determined by the DSO.
The status of the grid in terms of power quality and congestion
is described by a set of Key Performance Indicator (KPI) 3 classes,
e.g., voltage and current. Some of those KPIs are directly measured
by a MP and others can be derived from the measured values,
e.g., the loading percentage of an asset. Thanks to the efficient
communication and control infrastructure, a smart charger can
react nearly immediately or at a certain rate to the triggered events,
averting the use of grid protection actions such as circuit breakers.

Based on the triggered events and thresholds of the KPI classes
as predefined by the DSO, the system can indicate the status of the
grid as optimal, degraded and critical. Hence, actions are initiated
by controlling unit (i.e. PQ-Indicator and Smart Charger) in order to
keep the considered KPI within the allowed boundaries and satisfy
the required charging energy predetermined through a predefined
charging profile by the end user. The proposed vision is similar to
the one used on the Internet to control elastic flows (e.g., fast TCP).

2In this work and as a part of the proposed TCP-like controller, a number of previous
grid states are taken into consideration.
3The defintion of KPI in the paper does not conform to the typical definition of KPI

Whereas on the Internet, there are different events such as arriving,
lost and double acknowledgments to control the transmission rate
of the hosts, the proposed system creates similar events to increase
or decrease charging rate of an active charger in order to give a
hand for stabilizing the grid and enhancing the power quality.

On one hand, the proposed system is designed in order to tackle
the congestion of one asset in the grid; namely the transformer.
The transformer is said to be congested when the total measured
apparent power of the transformer is higher than a predefined
threshold wherein an event is triggered. On the other hand, we
pay attention for keeping the voltage in a predefined range by
the DSO since voltage limitation in a node is one of many system
conditions (e.g. transient stability, dynamic stability, reliability) of
the distribution network which contribute to congestion of the
network. The end nodes (controllable loads) are notified about
all the events of violating the thresholds of both transformer and
voltage by a hierarchical mechanism described in Section 3.3. The
proposed controller receives signals and reacts in a way to keep
the voltage and the transformer load in the optimal range limited
by the thresholds.

While the proposed controller in this work mimics the TCP
slow start mechanism to control the used power capacity of the EV
charger, the proposed controller in [4] uses a Finite-State-Machine
(FSM) to present the different states of the system, namely, optimal,
degraded, critical, standby and unplugged EV. Three kind of events
that can trigger the state transition are considered: Input of a new
PQ-Indic, unplugging of EV and changing of the State of Charge
(SoC) of the battery. FSM-based controller takes into account only
the current state of the grid to determine the correct power alloca-
tion at the CS. Our controller considers the previous states of the
grid in order to recognize the different events in the grid.

The system does not require us to predict SoC or the EVsmobility.
In that regard, the connection point of the CS is considered instead
of a single connector. The CS is able to contribute to any events
of the grid as long as one charging connector is active. The total
demand of the CS (aggregated of all connectors) can be controlled
every few minutes. The coordination of the available capacity at
the connection point is not a part of this paper; nevertheless, a
fair or proportional distribution can be used. As a result, a quick
response to changes in the distribution grid due to fluctuations in
uncontrolled loads is possible since neither prediction models of EV
arriving rate nor charging behavioral of the end users is required.

The proposed vision can be formulated as an optimization prob-
lem. Its objective function is defined with a goal of maximizing the
used active power at each CS. The problem is subjected to three kind
of conditions: (1) the transformer load is smaller than a predefined
threshold, (2) the voltage at the CS, transformer and the critical
point is in a certain range, (3) the typical equations of the power
flow. Furthermore, a further condition can be added to ensure fair-
ness among the active CSs. However, the problem is nearly similar
to the problem of calculating an Optimal Power Flow (OPF) but it
should be solved in a very short time since it is intended to react in
real-time, e.g., every one minute. The proposed problem presents
an increased computational complexity which is mainly caused by
two factors. The first corresponds to the inherent network non-
linearities. The second is the size of low voltage networks. As a
consequence, conventional optimization approaches are inadequate
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because of the local minimum solutions. On the contrary, heuristic
or meta-heuristic techniques are considerably time-consuming and
cannot be applied in real-field conditions [28]. However, solving
such a problem by a centralized entity can provide proof about the
con(di)vergence of the proposed system. We defer the formulation
and solving of this problem to the future work as it is not a part of
this work and needs a lot of discussions.

3.2 Measurements and Event-driven
Architecture

The distribution power network is assumed to be equipped with
MPs installed at the critical points in the grid such as transformer
and CSs. The low voltage grid has typically not been equipped with
MPs to monitor every point in the grid4. The trade-off between
cost and leveraging is the reason behind that. Those MPs are con-
figured to collect the KPI values in real-time. The data stream is
in high resolution to allow the indication of the different power
quality issues in the grid. Eventually, a generic and fault tolerant
data processing architecture is required to handle such big data
stream. Furthermore, the measured KPI values are most interest-
ing when they are beyond a certain threshold, e.g., the voltage is
greater or lower than ±10% of the nominal voltage. These events
are triggered by MP due to unusual KPI values and sent to an event-
driven streaming service using Power Line Communication (PLC)
or dedicated Internet access. Only the events that can be handled
by the CS through setting the correct configured parameters are
subscribed to the responsible controlling component.

Apache Kafka is a well-known distributed streaming platform
that provides a scalable and resilient event store. It is used to build
reliable and real-time data pipelines to transfer data between sys-
tems or applications. The events are stored in topics for which
multiple producers and consumers may exist. However, to enable
efficient real-time processing of these infinite data streams, the
reactive streams [2] initiative comes into play, e.g, Akka streams
[1]. It provides a standard for asynchronous stream processing,
with non-blocking back pressure. This means that the consumer(s)
should not be overwhelmed by the producer(s); thus letting the
streaming solution implement and control bounded queuing.

However, the size of each sent event is not that big; it equals 104+
17n bytes, where n is the number of measured KPIs. The embedded
data in the event includes two Universally Unique IDentifier (UUID)
for the MP and its location, timestamp and Kafka header. hence, an
LTE connection for each MP with an approximate volume of one
GB would be enough.

3.3 Real-time Indication of the Status of a
Distribution Grid

The indication mechanism used in this paper and proposed in [4]
complies with four design criteria. First, excessive intelligence un-
necessarily complicates the system. Second, it assigns a high value
to the local conditions over the remote ones5. The locally con-
centrated impact of DG and uncontrolled loads provides further

4With the roll out of the smart meters, the situation may change
5In [16], it has been shown that local sensing of the line voltage or frequency at end
nodes can be used to implicitly infer the aggregate demand or the power imbalance at
higher levels in the distribution network.

(a) Traffic light model on top of
PQ-Indic.
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Figure 1: Traffic light Model

evidence in this respect6. Third, it takes into account that the con-
nection points in the grid are not on the same degree of importance,
e.g., the transformer is extremely important in the low voltage grid
as a single point of failure. Fourth, apart from the location of the
raising PQ issue, the grid status cannot be seen only as good or bad,
rather coarse-grained indication is possible. In other words, the
DSO considers some operating conditions in the grid as not optimal
but sees no need for applying contingency measures. Thus, a very
smooth change in the behavior of the controllable loads in the grid
can move back into the optimal (normal) operating conditions.

Based on the previous discussion, a distributed notifications
mechanism about the grid status is developed. A component called
”PQ-Indicator” runs at the connection point of each CS and indicates
three grid states: good, not optimal, and critical. Those states can be
defined over the allowed ranges of different KPIs of the distribution
grid. Thus, the concept of a traffic light model is applied to describe
the status of the grid in terms of a predefined KPI as follows:

• Red Phase: Represents a critical situation in the grid. A rela-
tive drastic action (e.g., increase/decrease of the CS demand)
has to be taken by each active SC in order to mitigate the
stress on the grid.

• Yellow Phase: Represents a warning phase. The situation
is not critical but still cannot be considered as optimal. A
smooth action of the SC can be enough to move back into
the stable status.

• Green Phase: Represents a stable phase, thus, no need for
any further SC reactions concerning the grid.

The output of PQ-Indicator is a normalized value PQ-Indic ∈ [−1,+1].
The colors are defined on top of PQ-Indic as depicted in Figure 1a.
While the negative value of PQ-Indic means a reduction in CS de-
mand is required, the positive one refers to a required increase. As
a result, two kind of red signal are existing (R+,R−) and yellow
signal as well (Y+,Y−).
In that regard, the six thresholds, ERk ,RYk ,YGk ,GYk ,YRk ,REk ,
for the red, yellow and green areas are defined for each KPI class k
separately. The values of k are translated according to a piece-wise
linear interpolation function (Figure 1b) to a value PQ-Indick . The
piece-wise nature is the reason behind that choice. It is simple,
preserves order and allows weighting and shifting of the range of
individual KPI classes.
6This conclusion is a direct result of applying Ohm’s law.
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Afterward, the different PQ-Indick are combined using two cri-
teria A1 (overloading an element of the grid) and A2 (voltage level).
However, current used CSs have only the capability to mitigate
overloading and voltage level by limiting the charging power. Nev-
ertheless, this list may be extended to include additional criteria
such as harmonics and frequency deviation.
While the focus of this work is only on the transformer forA1, three
points are considered for A2, namely, the transformer, the CS and a
critical point predetermined by the DSO. Those criteria are ordered
according to their importance in terms of grid stability.

3.4 Smart Charging Control
The smart charging algorithm starts once a vehicle is plugged into
a connector. It uses real-time indications of the PQ-Indicator as a
single input about the grid. Additionally, it considers the energy
requirements of the end user. Thanks to the concept of charging
profile introduced by OCPP 2.0 [27] 7, our smart charging algorithm
controls the charging process in reality by defining external profiles
at a high stack level.

According to OCPP 2.0, CSs can handle different types of charg-
ing profiles: ChargingStationMaxProfile, TxProfiles, and Charg-
ingStationExternalConstraints. Those different profiles are stacked
and used by their prioritized stack level. The Composite Schedule
combines the different profile types by calculating the minimum in
each time interval.

Furthermore, an experiment using Power Hardware in the loop
(PHIL) is stated in [4]. It shows the response of the EV emulator
and the real EV to the charging signal via IEC 62196. This standard
supports a Pulse Width Modulation (PWM) current signal, which
indicates the amount of current that can be provided by the CS.

4 TCP-LIKE SMART CHARGER
Because of the similarity of the problem in hand with the network
congestion of the Internet, we decide to adapt the TCP-Reno slow
start mechanism to implement the smart charging controller de-
scribed in Section 3.4. While on the Internet we have an implicit
notification mechanism based on receiving or losing acknowledg-
ment of the sent data packet, we use a PQ-oriented mechanism
described in Section 3.3.

In TCP slow start, there are multiple events: Time out, crossing
the thresholds (THOLDss ), and duplicate ACK. Each of those events
requires accordingly different approaches to deal with in terms of
congestion: Initialization (Init.), Slow Start (SS), Congestion Avoid-
ance (CA), and Fast Re-transmit and Recovery (FRR). Table 1 depicts
a comparison between the TCP slow start and EV SC.

4.1 TCP Slow Start vs. Smart EV Charger
In this section, we elaborate on the information stated in Table 1.
How is the network status perceived?

• In TCP: TCP perceives congestion on an end-to-end feed-
back basis between sender and receiver, by looking out for
acknowledgments received after the packets are sent. Both

7Open Charge Point Protocol (OCPP) has been developed by several parties to enable
cross-manufacturer communications with charging infrastructure. It is widely used
and supported by most CSs in the market.

the number and content of the acknowledgments are an
indication of the status of the network.

• In SC: The status of the distribution grid is indicated based
on certain predetermined KPI thresholds by the PQ-Indicator.
Here, the indication mechanism is explicit and based on
measurement data.

How to control the sending rate/charging power?
• In TCP: By scaling of Cwnd . The basic idea is when the
sender learns about the status of the network, it triggers an
action to slow down/speed up the sending rate of packets.

• In SC:With changing the charging power allocated to the
CS. When SC learns about a critical/warning status in the
distribution system, it reduces/increases the currently used
charging power of the corresponding CS.

What are the events that trigger actions?
• In TCP: While receiving an ACK in time means no conges-
tion in the network, timeout indicates the loss of packet or
ACK, mostly due to congestion in the network. Otherwise,
receiving duplicate ACKs indicates a situation where the
packets are being delivered out of order that implies the loss
of one or more packets in transit.

• In SC: For detecting events, our SC looks out for PQ-Indic;
the output of PQ-Indicator. In case PQ-Indic ∈G (green), it is
considered as no issues in the grid. Otherwise, if PQ-Indic ∈

R− (negative red) it is similar to the timeout event of TCP.
Finally, PQ-Indic ∈ Y− (negative yellow) indicates a warn-
ing, similar to duplicate acknowledgments in the slow start.
However, PQ-Indic ∈ R+ ∪Y+ is considered as changing the
maximum limit of possible charging capacity. More details
are presented in Section 4.2

How are the SS and CA phases distinguished?
• In TCP: There is a thresholdTHOLDss , until this threshold
an exponential increase of Cwnd is taken place (SS phase)
and above which a linear increase is applied (CA phase).

• In SC: Similar to TCP, we have a threshold value up to which
the power increase is quick. We consider an additional expo-
nential increase so that the allocated power at CS increases
exponentially using a predefined constant ϵ called a change-
rate. Above the threshold, the power increase turns linear
w.r.t. the same constant ϵ .

Aspect Slow Start EV Charging

Events Timeout, ACKs, THOLDss Color signal
Status perceived Based on ACKs received KPI Thresholds
Participants Sender, Internet (Receiver) CS, Distribution grid

Control parameter Sending rate Charging Power
State FRR, CA, SS Critical, Warning, Good

Table 1: TCP slow start vs. Smart EV Charging

4.2 Methodology
In this section, the used capacity of an active charging process at
charging station Ci at time t is denoted as Ui (t). The maximum
physical capacity of Ci is written as Mi and the user’s charging
profile is denoted as Ci (t). In all cases,Ui (t) should not be bigger
than Mi . Furthermore, the minimum charging power needs to be
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Figure 2: TCP-like Smart Charger

set to a value Cmin higher than zero to avoid disconnection of the
vehicle. A safety upper margin is defined by µ < 1 in order to stay
aligned with the users charging profile regarding the battery state
of health and the charging duration. This safety margin is used
as a buffer to compensate grid problems that may lead to a short
reduction of charging power. Additionally, we defined a limit β
where µ < β < 1 to distinguish between the warning and critical
increase required in the power grid, i.e., the case of PQ-Indic ∈

R+ ∪ Y+. Hence, we have three limitsmaxG ,maxY+, andmaxR+

for each increasing signal G,Y+, and R+ respectively. The limits
are defined as follows:

maxG = (1 + µ)Ci (t)
maxY + = (1 + β)Ci (t)

maxR+ =Mi

(1)

Similar to TCP, we maintain a threshold THOLDss that defines
the point where SS phase stops and the CA phase begins.

The logic of the SC contains three steps as depicted in Figure
2. In the first step, the SC estimates the most dominating states of
the grid SW (t) in the last seconds. That estimation is based on a
predefined-size set of previous indications of grid states, namely,
PQ-Indic(t). The importance of this step raises in the case of the
difference between the frequency of performing the state indication
and the reaction of the SC. Usually, the grid indication is done in a
higher frequency than the SC reaction in the purpose of accuracy.
For example, the indication is done every 15 seconds and the SC
react every minute. Next, the SC distinguishes among the different
events in a similar way to the TCP slow start as described in Section
4.1 through setting a set of countersCNTRSC for each color signals.
Finally, the SC allocates the suitable amount of power based on
the correct reaction for each considered state like the slow start
algorithm. The aforementioned steps are described in details below.

(1) Calculating a weighted average indicator of the grid
status SW (t)
To this end, the SC maintains a First-In-First-Out (FIFO)
queue called LastValuesStore (LVS) to store the last n val-
ues of PQ-Indic; [t − n, ..t]. The queue is updated by each
new arrival of PQ-Indic value at the SC. By each SC step,

a weighted average of the existing values in the queue is
calculated. The output refers to a weighted average indicator
of grid status at time t (SW (t)).
Equation (2) depicts how the weighted average indicator is
calculated, whereωk is a list of the same size as LVS and
contains weights for each index of LVS (k).ωk is defined in
such a way that the most recent PQ-Indic values are given
higher weights thus more importance compared to the ear-
lier values.

SW (t) =

∑t
k=t−n LVSk .ωk∑t

k=t−n ωk
(2)

(2) Updating the SC counters CNTRSC
The SC maintains a counters array CNTRSC , which holds
counters for each of the operational phases based on the traf-
fic light model. The counters CNTRR− , CNTRY − , CNTRG ,
CNTRY + , and CNTRR+ keep in track the number of con-
secutive occurrences of the phases R−, Y−, G, Y+, and R+

respectively. The values saved in CNTRSC are important in
order to determine the action that needs to be taken in the
next step. Initially, each counter is initialized to zero. For
simplification purposes, we use the symbol S(t) instead of
SW (t) in order to refer to the current grid operational phases
calculated in step 1.
During each SC step and based on the value of S(t), the

corresponding counterCNTRS (t ) is incremented by one. Ad-
ditionally, a change in CNTRG is performed depending on
the updated value of CNTRS (t ). The reason for this addi-
tional change is an added importance for the green status,
as it plays a role in the exponential growth of the charging
power during the SS phase in Algorithm 1. Whereas the
number of corrected received acknowledgments in each step
determines implicitly the exponential growth of Cwnd in
TCP slow start, an accumulator is required in our approach
since the indication of the grid status is done in each step
by a single value S(t). Hence, we increment or keepCNTRG
unmodified for the phases that indicate an increase in charg-
ing power, namely, G,Y+, and R+. Equation 3 depicts how
CNTRG is used to calculate the exponential value on change-
rate ϵ during SS phase of Algorithm 1.

Ui (t + 1) = Ui (t) + ϵ
CNTRG Ui (t) < THOLDss

Ui (t + 1) = Ui (t) + ϵ Ui (t) >= THOLDss
(3)

Thus for every S(t) != G, all countersCNTRSC exceptCNTRS (t )
are set to zero since the consecutive occurrence of an event
is significant rather than each individual event (similar to
the TCP slow start). Eventually, CNTRG and CNTRS (t ) are
updated as follows:
• S(t) ∈ R+: We increment both CNTRR+ and CNTRG by
one.

• S(t) ∈ Y+: We increment CNTRY + by one. If updated
CNTRY + is one, CNTRG does not change. Otherwise, we
increment CNTRG by one.

• S(t) ∈ R−: We increment the CNTRR− by 1. If updated
CNTRR− is one and the previous phase is green then
CNTRG is decremented. In all other cases, CNTRG will
be set to zero.
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Figure 3: Evaluation Setup

• S(t) ∈ Y−: We increment CNTRY − by one. If updated
CNTRY − is one, CNTRG does not change since it can be
a transit status. IfCNTRY − = 2 we decrementCNTRG by
1, Otherwise, CNTRG is made zero.

• S(t) ∈ G: We increment theCNTRG by one. However, the
first green signal causes a decrement of one in any other
counter if its value is not already zero. This is under the
precautionary measure assuming the first green might
be a transitory phase and the situation might return to
unstable phases. Otherwise, we set other four counters to
zero.

(3) TCP-like allocating of the charging power
Based on the output of the previous two steps: CNTRsc
and S(t), appropriate action is taken in order to determine
the charging power Ui (t + 1) in the next time step. The
algorithm should start slowly by settingUi (0) equal to Cmin
since a conservative approach concerning the grid stability
is adapted. The initial value of THOLDss is set to a portion
α of the predefined user’s charging profile in each time slot
t ; THOLDss = α .Ci (t).
Algorithm 1 depicts how SC adjusts the active power and
the threshold based on the value of S(t). However, the al-
gorithm does not conform completely with the TCP slow
start algorithm since there is no perfect match between the
Internet and the studied system, namely, the power grid. In
addition to the changing of max limits clarified at the be-
ginning of this section using Equation (1), we avoid making
drastic changes similar to the slow start by setting the values
of THOLDss and Ui (t) since such a change can lead to ei-
ther ping-pong effect or negative impact in terms of voltage
drop. Precisely, neither THOLDss nor Ui (t) is set to zero
through timeout event for example. Otherwise, this action is
configured based on the nature of each individual charging
process. For that, three additional parameters are defined:
λ1, λ2, and λ3; where 0 ≤ λ3 ≤ λ2 ≤ λ1 ≤ 1.
Finally, the case of S(t) ∈ Y+ ∪ R+ is not described in de-
tails in Algorithm 1 and merged with the case of the green
status8. However, similar to the first Y−, we ignore the first
Y+ and change the maximum limit regarding Equation 1
from the second consecutive Y+. While the first R+ equals
to two consecutive Y+, two or more consecutive R+ adjust
the maximum limit to bemaxR+ .

8Because of the page limit

Algorithm 1 TCP-like Charging Power Allocation
Require: S (t ), CNTRSC , Ci (t ), THOLDss
Ensure: Cmin ≤ Ui (t ) ≤ Mi
switch (S (t ))
case R− :

if CNTRR− = 1 then
// Duplicate acknowledgments
THOLDss = λ1 ∗ Ui (t )
Ui (t + 1) = THOLDss

else if CNTRR− > 1 then
// Time Out
THOLDss = λ2 ∗ Ui (t )
Ui (t + 1) = λ3 ∗ Ui (t )

end if
Ui (t + 1) =max (Ui (t + 1), Cmin )

case Y− :
if CNTRY− = 1 then

// Warning: no change
Ui (t + 1) = Ui (t )

else if CNTRY− > 1 then
// Duplicate acknowledgments
THOLDss = λ1 ∗ Ui (t ),
Ui (t + 1) = THOLDss

end if
Ui (t + 1) =max (Ui (t + 1), Cmin )

case G, Y+ , R+ :
CalculatingMAX based on Equation 1
if Ui (t ) < THOLDss then

// Slow start stage
Ui (t + 1) = Ui (t ) + ϵCNTRG

else
// Congestion avoidance stage
Ui (t + 1) = Ui (t ) + ϵ

end if
Ui (t + 1) =min(Ui (t + 1), MAX )

default:
End phase: SoC= 100%, Ui (t + 1) = 0

end switch

5 EVALUATION
The objective of this section is to evaluate the impact of the TCP-
like SC on the grid in terms of power quality and overloading the
transformer. Furthermore, a comparison between the proposed SC
and a FSM-based SC proposed in [4] is introduced. Both SCs use
the output of the PQ-indicator as an indication about the current
grid status. While the FSM-based SC takes into account only the
current status of the grid to determine the correct power allocation
at the CS, the TCP-like SC considers the previous states of the grid
in order to recognize the described events in Table 1. Finally, we
propose a scenario where a solution using the OLTC transformer
instead of the SCs is used. We compare it with our solution and
discuss the advantages and disadvantages.

5.1 Setup
For all the following evaluation scenarios, the co-simulation frame-
work AIT Lablink is used [14]. However, the required components
(described in Section 3) for testing the proposed SC are implemented
as LabLink clients as depicted in Figure 3. Lablink supports com-
munication among those clients using publish/subscribe concept
facilitated by Message Queuing Telemetry Transport (MQTT) mes-
sage bus. Here, the PQ-Indicator subscribes for the KPI values from
different MPs in the grid and publishes the calculated grid indi-
cations that are subscribed by the SC. The CS subscribes for the
charging signals of the SC for further changes in its charging pro-
cess. The CS client allocates the power equally on the three phases.
Apart from that, the allocation can be in a way supporting the phase
imbalance that is not a part of this paper. Lablink supports central
simulation manager Synchost that provides sync. service to initial-
ize, synchronize and control of the simulation flow configuration
centrally among the Lablink clients [32].
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Figure 4: Placements of Four CSs in the Tested Grid.

The smart charging algorithm is tested against a simulated ver-
sion of a low-voltage distribution network located in a small city
in Germany; a schematic illustration is stated in Figure 4. The used
grid is similar to the used one in [4], with 64 cables connecting 22
households, 21 industrial loads, 3 photovoltaic (PV) systems and
four connected charging stations. The maximum distance to the
transformer is given by a cable with a length of 485 meters. DIgSI-
LENT PowerFactory [12] is the grid simulation tool used and is
one of the LabLink clients. Four charging stations (Ci ) are placed
at different points in the grid as depicted in Figure 4. One CS is
located as far as possible from the transformer at the critical point
of the grid in terms of voltage drop (C2). The second CS is located
at the second main feeder line that is supplied by the transformer
(C4) and the remaining two CSs are located near to the transformer,
as it is the case in the real grid.

Three kinds of 24-hour profiles are fed into the simulation: realis-
tic household load profiles [35], BDEW 9 load profiles for industries,
and real generation profiles for the PV systems.

ER RY YG GY YR ER

Load (kVA) 400 300 150 0 0 0
Voltage (V) 220.94 222.94 223.94 233.94 238.94 240.94

Table 2: Thresholds of theKPIClasses: Overloading andVolt-
age Level.

Cmin Ci (t) Mi α µ β ϵ λ1 λ2 λ3

1.3kW 22kW 30kW 0.6 0.1 0.25 2.0 0.75 0.5 0. 0.25

Table 3: Parameter configurations of TCP-like SC

The KPI thresholds for voltage and loading of the transformer
are configured in the PQ-Indicator as shown in Table 2. From EN
50160, we know that in low and medium voltage networks the
voltage level must be within ±10% of the nominal voltage during
95% of the week measured by 10 minutes mean RMS values [13].
9Bundesverband der Energie- und Wasserwirtschaft e.V

As the maximum allowed voltage deviation includes the medium
voltage network is constantly transmitted to the low voltage grid in
case no OLTC is installed, we decided to use a smaller range of ±3%
and a time interval of one minute. Due to the setup of our test grid,
overloading of the transformer starts at 37.5% of the rated apparent
power of the transformer, which is given by 400kVA.

The simulation period is 24 hours with load and PV generation
data of a real grid. The parameters used in the smart charging
algorithm are shown in Table 3. Cmin is 1.3 kW, the minimum
charging power provided by the SC to the charging station in order
to stay connected. For our test, we use a constant user charging
profile of 22 kW for eachCi . Furthermore, the maximum power that
can be provided by the SC is set to 30 kW, which is assumed also
to be the maximum physical limit of all CSsMi . The change-rate
constant (ϵ) value is taken for the test is 2, note that this value
should not be less than 2, since doing so would beat the basic idea
of control actions in Algorithm 1 which is having power increase
higher during SS phase than CA one. The remaining parameters
are chosen in a way that is best suited for the smooth transition of
the charging control signal and its effect on the grid.

5.2 Analysis
We consider three scenarios for evaluating the impact of the al-
gorithm on the grid power quality. First, the best-case scenario,
where no CS is connected to the grid during the simulation period
implying no considerable power quality issues in the grid. Second,
the worst case scenario, where all four CSs are connected to the
grid and are charging continuously with a constant charging profile
Ci (t) throughout the whole simulation period, i.e., uncontrolled
charging implying high-risk power quality issues in the grid. Hence,
we can cover more use cases in terms of raising issues in the grid.
The third scenario is our SC scenario having controlled charging at
all four CSs. The first two scenarios form the baseline, BaselineMin ,
and BaselineMax accordingly. Finally, the results of the proposed
smart charging algorithm are compared to the results of the FSM-
based SC. To this end, the same parameters configuration proposed
in [4] are used.

This section aims to answer the following questions regarding
the results obtained by simulation in the tested grid:
(Q1) How does the SC algorithm improve the voltage level at the

critical node of the grid?
(Q2) To what extent is the overloading of the transformer avoided

in order to maintain power quality?
(Q3) How do our results improve the power quality when com-

pared to the FSM-based SC?
(Q4) What is better, OLTC-based solution or SC-based solution?
The initial analysis of the results shows that the period between

roughly 8:00 - 12:00 and 16:00 - 20.00 are peak hours in a day
where the load in the grid is high. It is resulting in a voltage drop
greater than 3% and overloading at the transformer even during the
BaselineMin scenario. During this time, SC restrains from further
adding the CS load to the grid by reducing the charging power at
CS to a minimum value (Cmin ). Thus, avoiding further strain on the
situation of the grid. As the algorithm assumes only one direction
charging, i.e., Grid-to-Vehicle (G2V), the degraded power quality
during the peak hours cannot be compensated by the SC.
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Figure 5: Voltage level at the Critical Node.

The following three sections focus on explaining the results from
TCP-like SC during off-peak hours in detail.

5.2.1 Voltage level at the critical node. First, comparing the
voltage level at the critical node in SC scenario to the baseline
scenarios is depicted in Figure 5. In that figure, triangles and rhom-
buses show the voltage level during the two baseline scenarios.
Furthermore, the results of using the SC as a control mechanism
at each CS are represented by the dashed blue and solid saffron
lines; TCP-like SC and FSM-based SC respectively. As seen in the
graph, the algorithm controls the CS such that the voltage level is
mostly above the threshold line and falls mostly within 1V below
the threshold limit by crossing. In the worst case, the voltage drops
to 222.4V during the whole day. The SC rectifies the voltage drop
below the threshold value by reducing the power allocation at the
CS in the next step. In the BaselineMin scenario, the voltage level
during off-peak hours is well above the threshold and drops to a crit-
ical level during the BaselineMax , precisely, 213.5V. Furthermore,
the magnitudes of the voltage drop spikes are higher by TCP-like
SC in compare to the ones of FSM-based SC. The reasons behinds
that is the fast increasing actions taken by the TCP-like SC in the
slow start stage. For example, the period between 12:00 AM and
6.30 AM, the PQ-Indicator indicates a stable situation at the grid,
hence algorithm performs normal SS exponential increase which
can cause sudden voltage drop during fast increasing of the load at
certain points of time.

Finally, the number of times when the voltage level crosses the
threshold with TCP-like SC is 11% more than that of FSM-based
SC. In the worst case, the voltage drops to 223.2V by FSM-based SC
in comparison to 222.4V by the TCP-like SC. The voltage control
achieved when using FSM-based SC is comparatively better than
that of TCP-like SC.

5.2.2 Overloading the transformer. Second KPI class we con-
sider for evaluating our SC is the loading of the transformer in
terms of the total apparent power (S). As depicted in Figure 6, dur-
ing BaselineMax scenario the transformer crosses the threshold
for 72.2% of the day. While FSM-based SC reduces this value to
around 5%, our TCP-like SC reduces the value to 1.3% of the day.
Furthermore, the total energy crossing the threshold is 27% higher
in the scenario of the FSM-based SC in comparison to the scenario
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Figure 6: Apparent Power at the Transformer

with the TCP-like SC. As a result, the TCP-like SC prevents over-
loading at the transformer efficiently and contributes to a stable
power quality of the grid in terms of assets overloading better than
FSM-based SC.

5.2.3 Power allocation at charging stations. In any distributed
system where multi processes share the same resource, a lot of at-
tention should be paid to the starvation problem and the way of
distributing the resource among the processes (i.e. Fairness). How-
ever, in the power grid this problem is more critical and hard to
be addressed since the position of the CS plays a significant role
by deciding how much power can be used. For example, the closer
to the transformer, the fewer local power quality issues and more
power can be used. As a result, the way of allocating the charging
power among the CSs needs to be evaluated with taking into the
consideration the significant role of the local operating conditions
of each CS by determining the used charging power.

Figure 7 depicts the charging power allocated by the SCs and
the total power utilized for smart EV charging. During peak hours
of the day, the used power by each CS is at the minimum value.
During off-peak hours, the typical saw-tooth pattern of Cwnd in
the algorithm of TCP slow start can be seen; it is being reflected by
the TCP-like SC in terms of charging power at each CS.

The CS connected at the critical node (C2) is allocated limited
power when compared to the other three CSs due to the voltage
fluctuations at that point of the grid. During the first six hours
of the day, the charging power is at maximum for C1,C3, and C4
since fixing the voltage at the critical node needs only the reaction
of C2. The charging power is reduced at all stations either when
the situation hits warning or critical phases locally at any CS or
reactions of the SC2 are not enough to keep the voltage of the
critical point in the green range. For example, we can see that case
in Figure 7 for the time between 06:00 AM and 08:00 AM

For more precise analysis, we calculate the energy distribution
at each CS by performing area under the curve calculation using
Figure 7. The total energy provided for CS using FSM-based SC is
around 3% more than the case of using TCP-like SC. The reduced
energy distribution value when using TCP-like SC is due to the
higher level of reduction action taken by the controller during crit-
ical phases. The surpassing of TCP-like SC in terms of avoiding the
transformer overloading provides further evidence in this respect.
As we can see in Table 4, while the energy portion of C2 during
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FSM-based SC is 26.5% of the average energy distribution to other
CSs, it is around 40% using TCP-like SC. We calculate the above
percentage by dividing the energy of C2 to the energy average of
C1, C3, and C4.

Finally, we can conclude by observing the results that using TCP-
like SC makes allocating more power to C2 is possible by limiting
the used power by other CSs, namely,C1,C3, andC4. The matching
of power curves of C1, C3, and C4 most of the time, which leads in
its turn to the same amounts of consumed energy (see Figure 7 and
Table 4), emphasizes the fairness of the proposed controller in the
case no special local operating conditions take place, e.g.,C2 where
the voltage criterion limits the used charging power. Otherwise, all
the CSs will be able to use the same power all the time.

CS FSM-based SC TCP-like SC

C1 51.20 39.91
C2 13.39 16.24
C3 51.48 41.00
C4 48.46 40.92

Table 4: Energy Distribution in KWh among CSs between
12:30 and 16:00 O’clock.

5.2.4 OLTC-based solution vs. SC-based Solution. In this sce-
nario, we assume that an OLTC transformer is used in the grid in-
stead of the typical transformer. Using the OLTC, the adjustment of
the voltage in the connected low-voltage grid can be done without
performing further changes in the grid, particularly, no control on
the CS demand. We repeat the aforementioned experiment with the
Baslinemax scenario and active OLTC. The tap changes based on
the voltage level at the critical point in order to keep it in the green
range all the time, however, by increasing or decreasing the tap
position. It is significant to mention that OLTC is not designed to
react directly to the overloading of the transformer. Nevertheless,
the voltage of the high/low side of the transformer is the main met-
ric for increasing or decreasing the tap position. In some cases, the
impedance of the grid is considered as well. Finally, an additional
voltage per tap is set to 2,8%.

As depicted in Figure 8, seven tap changes are required to keep
the voltage of the critical point in the green range through the
whole day; the highest tap position is zero and the lowest one is -2.
The tap change from -1 to -2 is required only during the on-peak
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Figure 8: Voltage at C1 and the critical point using OLTC

times, e.g., between 08:00 and 12:00. The voltage curve at the critical
point using the OLTC transformer is even better than the one in
the BaselineMin . In the described scenario, where only one central
OLTC transformer is used for connecting the low-voltage grid with
an external medium-voltage grid, this scenario faces the downside
that the OLTC only allows the regulation of the whole low-voltage
grid. In case of high voltage discrepancies at different locations in
the low-voltage grid exist, these discrepancies cannot be solved
using only one central OLTC. For example, the voltage curve of
C1 (it is connected close to the transformer) becomes in yellow
and red ranges all the time in contrast to the voltage of the critical
point. That contradicts the design goals of the proposed system.
To solve such cases, the installation of additional OLTCs or other
Demand Side Management (DSM) and Supply Side Management
(SSM) mechanisms might be necessary. Although OLTCs are great
instruments for fast voltage regulation, grid operators may try to
reduce the number of tap-changes to a minimum. The reason for
this, as explained in [9], lies in the most common operational prob-
lem connected with OLTCs. This operational problem is that each
tap-change causes physical stress to the transformer and therefore
lowers its remaining expected lifetime.

6 CONCLUSION AND FUTUREWORK
In this work, a smart EV charger like TCP slow start is presented.
Thanks to a notificationmechanism about the grid status, that smart
charger is able to react to two different events in the grid, namely,
overloading the transformer and voltage drops on the feeder lines.
The proposed SC shows the ability to drastically increase the quality
of power with regard to the voltage level and load at the transformer
by controlling the active power used by the CS. In comparison to
other SC using the same notification mechanism, the TCP-like
SC is fairer regarding the way of allocating the power at the CSs.
Furthermore, we show the advantage of using a smart charging
solution over an OLTC-based one in terms of the voltage control.
In the future, the charger can be validated by PHIL in order to be
ready for the real world application. Additionally, an evaluation
using real mobility data can be performed, e.g., the GermanMobility
Panel (MOP). However, considering further factors of power quality
beyond the voltage such as harmonics and unbalance of load can
be seen as a promising direction even so existing hardware does
not support those functionalities.
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