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ABSTRACT
Stationary battery energy storage systems and electric vehicles be-

come more and more popular at households with local photovoltaic

generation. Besides improving self-consumption and autarchy, these

batteries can provide flexibility to an external utility. Thereby, gen-

eration and demand uncertainty, as well as cost optimality, need to

be considered when utilizing distributed flexibility.

This paper discusses long short-term memory neural networks

for photovoltaic generation forecast and persistence models for

household load forecast with respect to their applicability in local

energy management system optimization. Furthermore, a mixed-

integer linear program is proposed to optimally utilize local flexible

loads and storage systems. Its solution space yields the flexibility

potential, which can be aggregated at flexibility pools. In order to

disaggregate flexibility requests to a pool of distributed energy man-

agement systems, we propose a heuristic algorithm that can among

others minimize the overall flexibility cost or maximize probability

of flexibility delivery. The forecast models, the mixed integer linear

program and the flexibility disaggregation are evaluated on realistic

household photovoltaic and load profiles to demonstrate the full

chain from local forecast to flexibility disaggregation under forecast

conditions. Our experiments with flexibility disaggregation show

that the probability to provide flexibility should not be neglected

when it comes to distributed energy management optimization

based on forecast models.

CCS CONCEPTS
• Hardware → Smart grid; • Computing methodologies →
Uncertainty quantification; Neural networks.
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1 INTRODUCTION
The importance of integrating renewable energy sources, such as

photovoltaic (PV), has been rapidly increasing with the necessity

of clean energy sources and long-term emission reduction [38].

However, PV generation is highly volatile, so its accurate prediction

plays an essential role. Furthermore, surplus PV generation does

not always match with local Household (HH) load demand, hence

battery Energy Storage Systems (ESS) and flexible loads, such as plug-
in Electric Vehicles (EVs), come into play. Managed by an Energy
Management System (EMS), the ESS and flexible loads can be utilized

for self-consumption, autarchy or cost optimization [6, 11, 19, 36],

peak shaving [12], load shifting [48], or local voltage control [2, 49].

In order to optimally utilize local resources, future PV generation

and household load must be known in advance. However, due to

the volatile nature of weather and behavior of residents, accurate

forecast becomes highly complex. Forecasting on household level

introduces additional challenges, because respective profiles are

even more fluctuating than for aggregated systems.

With forecast profiles of PV generation and household load, and

the availability of EVs, the EMS can optimize ESS and EV profiles

with respect to different objectives. On one hand, the required en-

ergy from the grid and the grid feed-in should be minimized, which

contributes to a high degree of autarchy from the electric utility

and to a high degree of self-consumption of own PV generation,

respectively. On the other hand, EVs should be charged in blocks

to avoid frequent on/off-switching operations and the ESS profile

should leave the possibility to compensate forecast inaccuracies.

Besides local optimization, the EMS can offer flexibility, which is

defined by ramp-up rate, power and energy [46]. We can neglect the

ramp-up rate in our scenario, because we only consider ESS and EVs,

whose fast converters can deliver almost instant power changes.

Furthermore, positive flexibility refers to decreasing the grid profile,
e.g. by discharging the ESS, whereas negative flexibility refers to

increasing the grid profile, e.g. by charging the ESS. Because one

single EMS cannot provide a relevant amount of flexibility, many

EMSs are grouped together to form a flexibility pool. Thereby, each

EMS offers its flexibility capabilities in an abstract way to avoid
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privacy leaks, e.g. availability of EVs, and to be more flexible in

fulfilling a flexibility request using different flexible appliances. The

disaggregation strategy of such a flexibility pool should consider

the total cost and probability of the flexibility to be delivered.

Many different forecast techniques are proposed in literature,

among them time series [5, 18, 22, 31], linear regression [18, 22]

and artificial neural networks [13, 27, 39]. However, most of them

do not forecast on household level. Proposed EMS controllers only

aim at local ESS optimization [6, 7] or cost-optimal EV charging [9]

and, thus, do not exploit the flexibility potential on a global level.

Solutions targeting flexibility provision typically do not address

data privacy or uncertainty of flexibility delivery [4, 33–37, 40, 42].

In this paper we discuss a recurrent neural network using long
short-term memory cells to forecast PV generation and persistence

models to forecast household load in Section 3. We further define

a mixed integer linear problem in Section 4 that optimizes the op-

eration of an EMS with PV, ESS and EVs as flexible loads. Among

others, our problem formulation considers hardware limitations

arising from EV charging, e.g. controllable power limits according

to IEC 61851-1, as well as utility constraints, e.g. in case discharging

the ESS to the grid is prohibited. We propose a flexibility disaggre-

gation approach in Section 5, that on one hand abstracts from the

individual flexible appliances to preserve privacy and, on the other

hand, considers the probability of flexibility delivery during disag-

gregation. The main contribution of our paper is the combination

of the aforementioned three aspects: forecast models, local opti-

mization and flexibility disaggregation. In Section 6, we perform

an extensive evaluation on realistic households with PV, ESS and

EVs and demonstrate the impact of forecast errors to the flexibility

disaggregation to distributed EMS.

2 RELATEDWORK
In this section, we provide an overview on related work in terms

of forecast models and flexibility disaggregation.

2.1 Forecasting
PV generation and household load form a time series with po-

tentially recurrent patterns. The most prevalent methods for time

series forecasting are auto-regressive (AR), Moving-Average (MA)

and Autoregressive-Moving-Average (ARMA) models [16], which are

used for PV generation [5, 31, 47] and load forecast [18, 22, 25]. How-

ever, they are generally not suitable to fully capture non-stationary

processes like PV generation or household load. Thus, it is required

to apply differencing to the original series to obtain a stationary pro-

cess, leading to Autoregressive-Integrated-Moving-Average (ARIMA)

models. Including weather data as exogenous input improves the

forecast accuracy [5]. These approaches are rather applied for ag-

gregated profiles, where profiles of multiple PV installations (e.g.

in one region) or multiple households (e.g. in one low voltage grid)

are aggregated and averaged, leading to a smoother curve than for

single PV installations or households [3, 30].

Recent research has been devoted to non-linear models like

Artificial Neural Networks (ANNs), which are more flexible in cap-

turing characteristics and relationships within data. For example a

feed-forward and Elman neural network or general regression and

feed-forward backpropagation neural network [13] is used for PV

generation forecasting. The Long Short-Term Memory (LSTM) cell is

of special interest because it can capture sequentiality within data,

which makes it suitable for PV generation forecasting [17, 27, 28].

Furthermore, a comparison of seasonal ARIMA with exogenous

input and ANN-based models supports the superiority of more ad-

vanced models compared to the basic seasonal ARIMA model [47].

Similar-day models search for historical days that have similar

characteristics as the forecast day. Similarity is usually determined

by comparing type of days and weather conditions [10, 24, 32, 41,

45], which typically have higher impact in warmer regions [32, 45].

However, the impact of weather on the load profile in our study

region is rather small and, in contrast to most existing work, we

focus on forecasts of single households.

2.2 Flexibility (Dis-)Aggregation
Disaggregation algorithms aim at fulfilling a certain flexibility re-

quest by disaggregating the requested power (respectively energy)

into individual profiles for prosumers. They can be differentiated

according to the time horizon, for which a flexibility request is

scheduled. While most disaggregate a profile comprised of multiple

time slots [4, 23, 33, 37, 42, 44], few papers schedule a single time

slot [34, 35, 40], which is similar to our approach.

Authors of [42] propose a disaggregation algorithm, which is

based on flex-objects and a proportional distribution of energy. How-
ever, the disaggregation algorithm does not consider forecast un-

certainties and local optimality of the underlying EMS. In contrast,

flexibility is modeled as a zonotope in [33], which contains a set of

feasible power trajectories that a system can follow. These enable

efficient aggregation and flexibility cost functions can be used to

prioritize certain trajectories, e.g. to encode local optimality. The

authors of [44] model the scheduling mechanism (disaggregation)

as a social welfare maximization problem over the scheduling hori-

zon, thus contrasting the consumption benefits with the flexibility

costs at the DSO level. Local optimality of the individual prosumers

is considered only indirectly, but their solution deals with fore-

cast errors by separating the scheduling mechanism into two parts:

day-ahead and an intra-day scheduling.

Besides these three general approaches, some authors target

more specific, demand-oriented flexibility disaggregation problems,

such as EV charging [37] and residential thermal energy storage [4].

A shortcoming of their disaggregation techniques based on linear

optimization is the exposure of all flexible units to the aggregator,

which raises scaling and privacy concerns. Authors of [23] propose

a disaggregation scheme that is based on an alternating projec-

tion method. This privacy-preserving technique, however, is not

designed to provide optimal local solutions for prosumers, but just

feasible ones. Our approach aims at overcoming these issues by

finding a reasonable trade-off between the disclosure of prosumer

information and the consideration of the prosumers’ objectives.

In contrast, a disaggregation mechanism for a single time slot is

proposed in [34, 35]. The required and available power flexibility in

a power system is modeled with flexibility envelopes. The proposed
linear program determines cost-optimal dispatch of generation and

storage systems, such that flexibility requirements over a certain

time horizon (e.g. due to renewable uncertainties) can be handled.

However, global cost-optimality is not necessarily optimal for local
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Figure 1: Structure of the three layer RNN with detailed view
on a LSTM unit in the hidden layer according to [21].

ESS operators. Another flexibility model is obtained from EV char-

acteristics [40], comprising the dimensions power, energy and time.

The goal of their approach is to maximize the momentary power

flexibility of a fleet of EVs with a disaggregation mechanism based

on flexibility threshold paths. In our paper, we use a similar repre-

sentation of power flexibility availability over time, but include the

EV as flexible load within the EMS.

3 FORECAST
This section discusses forecast models for PV generation and house-

hold load, and explains the impact of uncertainty to EMS planning.

3.1 Photovoltaic Generation
A LSTM-featured Recurrent Neural Network (RNN) can be used

to forecast the generation of a single PV installation for the next

24 hours. Our model phrases the PV generation forecast as a re-

gression problem that predicts the PV generation at hour 𝑡 using

only the weather data at that time, similar to [1, 27, 29, 39]. A cor-

relation analysis on inspected PV generation and weather data

(details on the data see Section 6.1) shows the importance of 7

weather parameters with descending order of correlation: Global
Horizontal Irradiance (GHI), Diffuse Horizontal Irradiance (DIF), Di-
rect Normal Irradiance (DNI), temperature, Direct (Beam) Horizontal
Irradiance (EBH), Solar Zenith angle and Relative Humidity (RH).

These seven parameters build the input 𝐼1 (𝑡), . . . , 𝐼7 (𝑡) to our RNN,

as shown in Figure 1. The proposed RNN is composed of three

layers, one input layer with seven neurons, one hidden layer and

one output layer with 1 neuron for the PV generation.

Compared to feed-forward ANNs, a RNN can store and use pre-

viously seen information from earlier time steps. However, this

introduces the long-term dependency problem, where RNNs lose

the ability to learn connections when the gap between the time

step with relevant information and the time step where the infor-

mation is needed becomes very large [20]. LSTM-RNNs overcome

this problem by replacing the neurons in the hidden layer with

LSTM units, which are shown bottom right in Figure 1. Each unit

𝐻 𝑗 contains one LSTM memory cell 𝑐 𝑗 (𝑡) that stores information

between time steps and three gates: The input-gate 𝑖 determines

to which extent a new value flows into the cell, the forget-gate 𝑓

decides to which extent a value should stay in the cell, and the

output-gate 𝑜 determines to which extent the value in the cell con-

tributes to the output ℎ 𝑗 (𝑡). When at time 𝑡 the input sequence

𝑥𝑖 (𝑡) and previous output ℎ 𝑗 (𝑡 − 1) is received by the three gates,

activation functions within the gates determine whether the latter

are triggered. Depending on the decision, 𝑐 (𝑡) adapts its internal
information state and the output of the LSTM unit ℎ 𝑗 (𝑡) is finally
determined by 𝑐 (𝑡) and the decision of the output-gate 𝑜 . With the

memory cells in the different LSTM units, the interconnected cells

allow the neural network to keep and forget information at the

same time. Thus, LSTM-RNNs can learn both short- and long-term

dependencies within data.

3.2 Household Load
Besides PV generation, we also need to forecast future household

load, which can also be seen as time series. Accurate forecasting be-

comes challenging when dealing with single household data, since

the corresponding load profiles are highly volatile, e.g. due to the

behavior of the residents. Seasonal effects additionally affect the

load profile, e.g. households located in the Northern Hemisphere

have higher load demand during cold months, especially when they

have electrical heating systems. This fact makes pattern recognition

via statistical or machine learning approaches, which are typically

used for aggregated load, difficult. Because our problem formula-

tion targets single households, we consider two rather simple but

effective strategies that are based on persistence modeling.

The same-as-yesterday (SAY) model takes the profile of the pre-

vious day as reference. The load forecast 𝑃𝐻𝐻 (𝑡) at hour 𝑡 equals
the recorded one 𝑃𝐻𝐻 (𝑡 − 24) and is given by Equation (1).

𝑃𝐻𝐻 (𝑡) = 𝑃𝐻𝐻 (𝑡 − 24) (1)

The similar-day (SD) model averages the load demand of similar

weekdays over the last four weeks. This allows a differentiation

between different weekday load patterns and the forecast load

𝑃𝐻𝐻 (𝑡) at hour 𝑡 is given by Equation (2).

𝑃𝐻𝐻 (𝑡) = mean𝑤=1..4

(
𝑃𝐻𝐻 (𝑡 − 24 · 7 ·𝑤)

)
(2)

3.3 Uncertainty
The forecast error is calculated by subtracting the actual value from

the predicted one in Equation (3) and (4) respectively. A positive

error refers to a lower actual value than expected.

𝛿𝑃𝑉 (𝑡) = 𝑃𝑃𝑉 (𝑡) − 𝑃𝑃𝑉 (𝑡) (3)

𝛿𝐻𝐻 (𝑡) = 𝑃𝐻𝐻 (𝑡) − 𝑃𝐻𝐻 (𝑡) (4)

PV generation and household load inversely impact the total grid

demand 𝑃𝐺 (𝑡) = 𝑃𝐻𝐻 (𝑡)−𝑃𝑃𝑉 (𝑡). Therefore, the combined forecast

error is calculated according to Equation (5).

𝛿 (𝑡) = 𝛿𝐻𝐻 (𝑡) − 𝛿𝑃𝑉 (𝑡) (5)

For example, we assume that for an arbitrary time slot 𝑡 we

have an optimistic PV generation forecast of 8 kW, although the

actual generation is only 5 kW. For the same time slot, we assume
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Figure 2: CDF curve of combined PV generation and load
forecast error for 24 hours.

a pessimistic load forecast of 5 kW, although the actual demand

is 2 kW. The positive PV forecast error 𝛿𝑃𝑉 (𝑡) = +3 kW and the

positive load forecast error 𝛿𝐻𝐻 (𝑡) = +3 kW however result in a

combined forecast error of 0 kW.

Given the error measures above and a large data set of hourly

generation and load forecasts, we can calculate the error distri-

bution function of the forecast models by applying kernel density
estimation on the empirical distribution of the forecast error. This

error distribution function defines the probability of the model to

forecast with a certain error. For scheduling flexible loads in the

EMS, we are mainly interested in the probability to have a certain

maximum error value, which is expressed by the Cumulative Dis-
tribution Function (CDF). The CDF curve can be created for each

individual hour of a day 𝑃𝑡 (𝑋 ≤ 𝑥), as depicted in Figure 2. In the

remainder of the paper, we refer to the CDF curve by the function

in Equation (6) with parameters time 𝑡 and error 𝑒 .

cdf(𝑡, 𝑒) = 𝑃𝑡 (𝑋 ≤ 𝑒) ∈ [0, 1] (6)

4 EMS AND FLEXIBILITY MODELING
This section describes a detailed EMS modeling and its flexibility.

4.1 EMS Modeling
In order to maximize the use of locally generated energy from the

PV system, the flexible loads need to be scheduled optimally, while

considering user specific constraints such as the planned departure

time of the EVs. The following MILP is defined over a discrete time

horizon with 𝑇 time slots of the length Δ𝑡 and can optimize up to

𝑁 EV charging processes and one battery ESS.

4.1.1 Decision Variables and Constraints. The following decision
variables and parameters used in the constraints of the optimization

problem are summarized in Table 1 and 2 in Appendix A.

EV charging. EV charging processes can be specified by their

available time for charging (𝛼𝑖 (𝑡)), minimum required energy to be

charged (𝐸
𝑟𝑒𝑞

𝐸𝑉 ,𝑖
) and hardware specific charging limitations. In Eu-

ropean households mainly AC charging with Type-2 connectors is

installed, which does not support vehicle-2-grid operation. Accord-

ing to IEC 61851-1, the maximum current of these charging stations

is only controllable by a single variable in the range between 6 and

32A per phase. Hence, the problem formulation must ensure that

if an EV 𝑖 is charging, it charges with a minimum charging power

of 𝑃𝑚𝑖𝑛
𝐸𝑉 ,𝑖

. Therefore, we define two decision variables for each time

slot 𝑡 and each EV charging process 𝑖 .

𝑀𝐸𝑉 ,𝑖 (𝑡) ∈ {0, 1} (7)

𝑃𝐸𝑉 ,𝑖 (𝑡) ∈
[
0, 𝑃𝑚𝑎𝑥𝐸𝑉 ,𝑖

]
(8)

The variable in Equation (7) encodes whether to charge (𝑀𝐸𝑉 ,𝑖 (𝑡) =
0) or not (𝑀𝐸𝑉 ,𝑖 (𝑡) = 1) and the variable in (8) how much power is

used to charge. In order to ensure a minimum charging power the

following constraint (9) must hold, which further limits 𝑃𝐸𝑉 ,𝑖 (𝑡) to
{0} ∪ [𝑃𝑚𝑖𝑛

𝐸𝑉 ,𝑖
, 𝑃𝑚𝑎𝑥
𝐸𝑉 ,𝑖
].

𝑃𝑚𝑖𝑛𝐸𝑉 ,𝑖 ≤ 𝑃
𝑚𝑎𝑥
𝐸𝑉 ,𝑖 ·𝑀𝐸𝑉 ,𝑖 (𝑡) + 𝑃𝐸𝑉 ,𝑖 (𝑡) ≤ 𝑃

𝑚𝑎𝑥
𝐸𝑉 ,𝑖 (9)

Additionally, the constraint in Equation (10) enables EV charging

only when the EV is available (𝛼𝑖 (𝑡) = 1).

𝑀𝐸𝑉 ,𝑖 (𝑡) + 𝛼𝑖 (𝑡) ≥ 1 (10)

The minimum required energy to be charged for each EV charging

process is expressed with the following constraint (11), where the

charging process is modeled as constant current charging with a

constant efficiency factor 𝜇𝐸𝑉 ,𝑖 .

𝐸
𝑟𝑒𝑞

𝐸𝑉 ,𝑖
≤

𝑇∑︁
𝑡=0

𝑃𝐸𝑉 ,𝑖 (𝑡) · Δ𝑡 · 𝜇𝐸𝑉 ,𝑖 ≤ 𝐸𝑚𝑎𝑥𝐸𝑉 ,𝑖 − 𝐸
𝑖𝑛𝑖𝑡
𝐸𝑉 ,𝑖 (11)

Note that interdependence of battery state of charge between two

charging processes of the same EV is not considered, because this

would require a forecast of the energy consumption of the trip.

Energy Storage System. The second and most flexible appliance is

the ESS. In contrast to EVs, the ESS is always available and supports

bi-directional charging. In order to model charging and discharging

efficiency, we define three decision variables for each time slot 𝑡 .

𝑀𝐸𝑆𝑆 (𝑡) ∈ {0, 1} (12)

𝑃+𝐸𝑆𝑆 (𝑡) ∈
[
0, 𝑃𝑚𝑎𝑥𝐸𝑆𝑆

]
(13)

𝑃−𝐸𝑆𝑆 (𝑡) ∈
[
0, 𝑃𝑚𝑎𝑥𝐸𝑆𝑆

]
(14)

Equation (12) indicates whether to charge (𝑀𝐸𝑆𝑆 (𝑡) = 0) or dis-

charge (𝑀𝐸𝑆𝑆 (𝑡) = 1) the ESS, and the variables in (13) and (14)

define the charging and discharging power, respectively. To avoid

charging and discharging at the same time, we add two additional

constraints (15) and (16).

0 ≤ 𝑀𝐸𝑆𝑆 (𝑡) ·𝑃𝑚𝑎𝑥𝐸𝑆𝑆 + 𝑃
+
𝐸𝑆𝑆 (𝑡) ≤ 𝑃

𝑚𝑎𝑥
𝐸𝑆𝑆 (15)

0 ≤ (1 −𝑀𝐸𝑆𝑆 (𝑡))·𝑃𝑚𝑎𝑥𝐸𝑆𝑆 + 𝑃
−
𝐸𝑆𝑆 (𝑡) ≤ 𝑃

𝑚𝑎𝑥
𝐸𝑆𝑆 (16)

Note that in this way two solutions exist for not using the ESS

(𝑀𝐸𝑆𝑆 (𝑡) = 0; 𝑃+
𝐸𝑆𝑆
(𝑡) = 0 and 𝑀𝐸𝑆𝑆 (𝑡) = 1; 𝑃−

𝐸𝑆𝑆
(𝑡) = 0), nev-

ertheless the overall profile of the ESS which can be calculated

by 𝑃𝐸𝑆𝑆 (𝑡) = 𝑃+𝐸𝑆𝑆 (𝑡) − 𝑃
−
𝐸𝑆𝑆
(𝑡) stays the same. The time-varying

stored energy in the ESS is modeled with the constraint in Equa-

tion (17), where 𝐸𝐸𝑆𝑆 (−1) = 𝐸𝑖𝑛𝑖𝑡𝐸𝑆𝑆
. The charging and discharging of

the ESS uses a constant current model with efficiency factors 𝜇𝐸𝑆𝑆
and

1

𝜇𝐸𝑆𝑆
, resulting in a round-trip storage efficiency of (𝜇𝐸𝑆𝑆 )2.

𝐸𝐸𝑆𝑆 (𝑡) = 𝐸𝐸𝑆𝑆 (𝑡 − 1)

+
(
𝑃+𝐸𝑆𝑆 (𝑡) · Δ𝑡 · 𝜇𝐸𝑆𝑆

)
−

(
𝑃−𝐸𝑆𝑆 (𝑡) · Δ𝑡 ·

1

𝜇𝐸𝑆𝑆

)
(17)
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EnergyManagement System. Finally, the EMSmust operate its ap-

pliances within operational constraints. First, (time-dependent) grid

limitationmust be considered, e.g. limitations of the grid connection

fuses or limitation of PV feed-in during certain hours. Therefore, we

calculate the grid profile 𝑃𝐺 (𝑡) using the linear equality constraint

in Equation (18).

𝑃𝐺 (𝑡) = 𝑃𝐻𝐻 (𝑡) +
(
𝑁∑︁
𝑖=0

𝑃𝐸𝑉 ,𝑖 (𝑡)
)
+ 𝑃𝐸𝑆𝑆 (𝑡) − 𝑃𝑃𝑉 (𝑡) (18)

The variable 𝑃𝐺 (𝑡) is limited by constraint (19).

𝑃𝑚𝑖𝑛𝐺 (𝑡) < 𝑃𝐺 (𝑡) < 𝑃𝑚𝑎𝑥𝐺 (𝑡) (19)

In some countries it is not allowed to charge an ESS from the grid, or

discharge to the grid in order to avoid unpredictable reverse power

flows. Both can be modeled by the following two constraints (20)

and (21), where 𝑃𝑑𝑖 𝑓 𝑓 (𝑡) = 𝑃𝑃𝑉 (𝑡) − 𝑃𝐻𝐻 (𝑡) −
∑𝑁
𝑖=0 𝑃𝐸𝑉 ,𝑖 (𝑡).

𝑃+𝐸𝑆𝑆 (𝑡) ≤ 𝑃𝑑𝑖 𝑓 𝑓 (𝑡) +𝑀𝐸𝑆𝑆 (𝑡) · (𝑃𝑚𝑎𝑥𝐺 (𝑡) + 𝑃𝑚𝑎𝑥𝐸𝑆𝑆 ) (20)

𝑃−𝐸𝑆𝑆 (𝑡) ≤ −𝑃𝑑𝑖 𝑓 𝑓 (𝑡) + (1 −𝑀𝐸𝑆𝑆 (𝑡)) · (𝑃
𝑚𝑖𝑛
𝐺 (𝑡) + 𝑃𝑚𝑎𝑥𝐸𝑆𝑆 ) (21)

4.1.2 Multi-objective function. In order to optimally utilize flex-

ibility of all local appliances, the EMS solves the MILP with the

following optimization objectives with hierarchical priorities.

Cost Optimization. The main goal for the EMS is to minimize

the total operational cost by minimizing the cost for buying energy

from the grid, which in turn maximizes the degree of autarchy.

Furthermore, utilizing local surplus PV generation optimizes self-

consumption. Both are expressed by objective 𝑂1 in Equation (22).

𝑂1 =

𝑇∑︁
𝑡=0

𝑃
𝑏𝑢𝑦

𝐺
(𝑡) · Δ𝑡 · 𝑐𝑏𝑢𝑦 (𝑡)

− 𝑐𝑚𝑒𝑎𝑛 ·
(
𝐸𝐸𝑆𝑆 (𝑇 ) − 𝐸𝑖𝑛𝑖𝑡𝐸𝑆𝑆

)
· (𝜇𝐸𝑆𝑆 )2

− 𝑐𝑚𝑒𝑎𝑛 ·
𝑁∑︁
𝑖=0

𝑇∑︁
𝑡=0

𝑃𝐸𝑉 ,𝑖 (𝑡) · Δ𝑡 · 𝜇𝐸𝑉 ,𝑖

(22)

We define the helper variable 𝑃
𝑏𝑢𝑦

𝐺
(𝑡) = max(0, 𝑃𝐺 (𝑡)), which can

be encoded with linear constraints (23) and (24).

𝑃
𝑏𝑢𝑦

𝐺
(𝑡) ≥ 0 (23)

𝑃
𝑏𝑢𝑦

𝐺
(𝑡) ≥ 𝑃𝐺 (𝑡) (24)

In addition, the cost objective𝑂1 prices the stored energy in the ESS

and the EVs with the average buying cost 𝑐𝑚𝑒𝑎𝑛 = 1

𝑇
·∑𝑇𝑡=0 𝑐𝑏𝑢𝑦 (𝑡).

This favors to store PV generation for later use, while load is served

from the grid in case of below-average energy costs. Note that feed-

in tariffs are not supported and the final objective value does not

express the actual payment stream.

EV Profile Shaping. Besides cost optimization, also the shape of

EV charging profiles is important, because EVs should be charged

in blocks to avoid charging interrupts during the charging process.

This is essential if more EVs are involved in order to avoid switching

between the charging processes. Block charging can be achieved by

minimizing the absolute difference between consecutive charging

powers with 𝑂2 =
∑𝑁
𝑖=0

∑𝑇−1
𝑡=0

��𝑃𝐸𝑉 ,𝑖 (𝑡) − 𝑃𝐸𝑉 ,𝑖 (𝑡 + 1)��. As side ef-
fect, the charging profiles will be constant as good as possible, which

is also good for the battery health. Minimization of an absolute

value can be done with helper variables 𝐵+
𝑖
(𝑡) ≥ 0 and 𝐵−𝑡 (𝑡) ≥ 0

and the following constraint (25).

𝑃𝐸𝑉 ,𝑖 (𝑡) − 𝑃𝐸𝑉 ,𝑖 (𝑡 + 1) = 𝐵+𝑖 (𝑡) − 𝐵
−
𝑡 (𝑡) (25)

The objective function 𝑂2 is defined by (26).

𝑂2 =

𝑁∑︁
𝑖=0

𝑇−1∑︁
𝑡=0

(
𝐵+𝑖 (𝑡) + 𝐵

−
𝑡 (𝑡)

)
(26)

Peak Shaving. The EMS should have a smooth grid profile to

avoid peaks at aggregation points in the power grid. Additionally,

smooth grid profiles allow the EMS to compensate PV generation

and household load forecast errors, because of bigger safety mar-

gins towards the grid limits. Therefore, we minimize the difference

between the maximum grid consumption and the minimum grid

feed-in in Equation (27). The max and min functions can be refor-

mulated to linear equations similarly to 𝑂1.

𝑂3 = max

𝑡=0..𝑇
(𝑃𝐺 (𝑡)) − min

𝑡=0..𝑇
(𝑃𝐺 (𝑡)) (27)

EMS Flexibility. The last objective of the EMS is to utilize the

ESS in a way such that it could provide maximum flexibility to com-

pensate potential forecast errors. First, we minimize the difference

between the maximum charging and discharging power of the ESS

in Equation (28). Second, we keep the average SoC near to 50 % in

Equation (29). In this way, we can guarantee that power and energy

flexibility can be provided in both directions.

𝑂4.1 =

(
max

𝑡=0..𝑇

(
𝑃+𝐸𝑆𝑆 (𝑡)

)
+ max

𝑡=0..𝑇

(
𝑃−𝐸𝑆𝑆 (𝑡)

) )
(28)

𝑂4.2 =

�����12𝐸𝑚𝑎𝑥𝐸𝑆𝑆 −
1

𝑇

𝑇∑︁
𝑡=0

𝐸𝐸𝑆𝑆 (𝑡)
����� (29)

Both flexibility objectives 𝑂4.1 and 𝑂4.2 can be reformulated to

avoid the absolute and max functions with the aforementioned

techniques. Because both focus on the same decision variables, we

combined them using linearization with normalization weights

𝛽1 =
1

2𝑃𝑚𝑎𝑥
𝐸𝑆𝑆

and 𝛽2 =
1

1

2
𝐸𝑚𝑎𝑥
𝐸𝑆𝑆

to form objective 𝑂4 in Equation (30).

𝑂4 = 𝛽1𝑂4.1 + 𝛽2𝑂4.2 (30)

The overall MILP of the EMS is a multi-objective optimization

problem that is solved hierarchically with decreasing prioritization

in the dimensions. We first minimize 𝑂1, add the results of 𝑂1

as additional constraint to the problem formulation and optimize

for the next objective function dimension. Thereby, the required

additional amount of energy and the best time for demanding from

the grid is determined first. Afterwards, the EV charging processes

are scheduled in a blocked manner and the grid demand profile is

shaped. Finally, the usage of the ESS is optimized to provide future

flexibility. The overall MILP formulation is given by

min

𝑥 ∈Table 1

(𝑂1,𝑂2,𝑂3,𝑂4)

subject to (9) − (11), (15) − (21), (23), (24), (25).

The cost of the optimal solution can be determined by solving only

the first objective𝑂1 due to the hierarchical optimization approach.
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Figure 3: Power flexibility range and −15 kW flexibility sched-
uling at time 10. Time slot size of 1 h with PV system, two EV
charging process between 5-12 o’clock (4 kW to 11 kW each)
and an ESS with maximum of 9 kW.

4.2 Flexibility Modeling
The power flexibility of an EMS at time 𝑡 can be defined as a

variable 𝑃𝑓 𝑙𝑒𝑥 (𝑡), which is limited by 𝑃𝐺 (𝑡) = 𝑃𝐺 (𝑡) − 𝑃𝑓 𝑙𝑒𝑥 (𝑡),
where 𝑃𝐺 (𝑡) is the result of 𝑃𝐺 (𝑡) of a previous optimization run.

The upper and lower bounds of 𝑃𝑓 𝑙𝑒𝑥 (𝑡) can be determined by

maximizing (𝑃𝑚𝑎𝑥
𝑓 𝑙𝑒𝑥
(𝑡) = max𝑥 ∈Table 1

𝑃𝑓 𝑙𝑒𝑥 (𝑡)) and minimizing

(𝑃𝑚𝑖𝑛
𝑓 𝑙𝑒𝑥
(𝑡) = min𝑥 ∈Table 1

𝑃𝑓 𝑙𝑒𝑥 (𝑡)) the variable accordingly. Note
that in some cases a value between the boundaries of 𝑃𝑓 𝑙𝑒𝑥 (𝑡) can-
not be scheduled, because the only available flexible appliance is

an EV, which requires a minimum power to charge. However, in

most cases the ESS can compensate this small power gaps.

A power flexibility request can be assigned by fixing the flexi-

bility variable 𝑃𝑓 𝑙𝑒𝑥 (𝑡), which introduces a new constraint to the

MILP. For example in Figure 3, power flexibility of −15 kW is sched-

uled at time 10 and possible additional flexibility is colored in gray,

where negative flexibility (area above the grid profile) is mainly

limited by EV availability and positive flexibility is limited by PV

generation. The EMS decides on when to compensate required en-

ergy for the flexibility, which results in a grid profile with almost

constant additional feed-in during PV generation in our example.

If no compensation effect is desired, the flexibility request profile

𝑃𝑓 𝑙𝑒𝑥 (𝑡) must be fixed to zero.

We can calculate cost 𝛾 (𝑥) and probability 𝜌 (𝑥) of a flexibility
request 𝑥 = 𝑃𝑓 𝑙𝑒𝑥 (𝑡). The cost is the difference between the cost of

the optimal EMS solution before (𝑂𝑏
1
) and after (𝑂𝑎

1
) scheduling of

the flexibility request. Because𝑂𝑏
1
is minimal, scheduling flexibility

cannot yield a smaller objective result (𝑂𝑏
1
≤ 𝑂𝑎

1
) and the cost of

flexibility in Equation (31) is always positive or equal to zero.

𝛾 (𝑥) = 𝑂𝑎
1
−𝑂𝑏

1
(31)

The probability of a flexibility request depends on the certainty of

the forecast models. For example, if a positive flexibility request

is scheduled with the maximum possible flexibility of an EMS, a

negative error directly impacts the probability to fulfill the flexibil-

ity request. With a margin between the scheduled flexibility and

the maximum possible flexibility, additional flexibility can be used

to compensate forecast errors and to deliver the planned flexibil-

ity/grid profile. Hence, the probability 𝜌 (𝑥) ∈ [0, 1] of a power

flexibility 𝑥 can be calculated using the cdf function from Equa-

tion (6) and is given in Equation (32).

𝜌 (𝑥) =
{
1 − cdf(𝑡, 𝑥 − 𝑃𝑚𝑎𝑥

𝑓 𝑙𝑒𝑥
(𝑡)) if pos flexibility

cdf(𝑡, 𝑥 − 𝑃𝑚𝑖𝑛
𝑓 𝑙𝑒𝑥
(𝑡)) else

(32)

5 FLEXIBILITY POOLING
In order to avoid multi-indices, but still identify EMS 𝑒 out of𝐾 EMS

that are part of a flexibility pool, we define a context notation ⟦.⟧𝑒 ,
where all variables inside the brackets refer to EMS 𝑒 .

5.1 Flexibility Aggregation
Because the pool aggregator does not have insight into the EMS

optimization, it only aggregates the power flexibility boundaries

provided by the EMS, between which it assumes that flexibility

requests are feasible. The power flexibility boundaries of the pool

are summed up over all its EMSs in Equation (33) and (34).

𝑃
𝑚𝑎𝑥,𝑃𝑜𝑜𝑙

𝑓 𝑙𝑒𝑥
(𝑡) =

𝐾∑︁
𝑒=1

�
𝑃𝑚𝑎𝑥
𝑓 𝑙𝑒𝑥
(𝑡)

�
𝑒

(33)

𝑃
𝑚𝑖𝑛,𝑃𝑜𝑜𝑙

𝑓 𝑙𝑒𝑥
(𝑡) =

𝐾∑︁
𝑒=1

�
𝑃𝑚𝑖𝑛
𝑓 𝑙𝑒𝑥
(𝑡)

�
𝑒

(34)

Note that during disaggregation the aggregator must ensure to not

assign more power flexibility to a single EMS than it can deliver.

5.2 Flexibility Disaggregation
The flexibility disaggregation of flexibility request 𝑃𝑃𝑜𝑜𝑙

𝑓 𝑙𝑒𝑥
(𝑡) to a flex-

ibility pool is defined by a vector containing flexibility requests to

each EMS of the pool 𝑥 =

(�
𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
1
, . . . ,

�
𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
𝐾

)
, where

𝑃𝑃𝑜𝑜𝑙
𝑓 𝑙𝑒𝑥
(𝑡) = ∑𝐾

𝑒=1 𝑥𝑒 . A flexibility disaggregation is called feasible, if

all EMS can schedule their flexibility request. Furthermore, the cost

of a flexibility disaggregation 𝑥 is the sum of costs of each EMS to

schedule its flexibility request in Equation (35). Similarly, the prob-

ability of 𝑥 is the multiplication of probabilities in Equation (36).

𝛾 (𝑥) =
𝐾∑︁
𝑒=1

�
𝛾 (𝑃𝑓 𝑙𝑒𝑥 (𝑡))

�
𝑒

(35)

𝜌 (𝑥) =
𝐾∏
𝑒=1

�
𝜌 (𝑃𝑓 𝑙𝑒𝑥 (𝑡))

�
𝑒
∈ [0, 1] (36)

An optimal disaggregation should yield both, low total cost and

high delivery probability. Unfortunately, this cannot be achieved

using linear optimization, because the objective function might

be non-linear (in case of probability of the flexibility) or can only

be computed at the EMS (in case of flexibility cost). Therefore, we

propose an algorithm that iteratively assigns portions of the flexibil-

ity request (with maximum size of 𝑆𝑚𝑎𝑥 ) to the best suitable EMS,
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which is determined by a disaggregation metric𝑚(
�
𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
𝑒
) →

R, until the flexibility request is fully scheduled. This disaggrega-

tion metric must decrease monotonically with increasing assigned

power flexibility and different metrics are discussed in the following

of this section. The disaggregation algorithm for positive flexibility

is given in Algorithm 1, negative flexibility is scheduled accordingly.

The algorithm starts with initializing required variables (lines 2 - 4),

before iteratively assigning flexibility portions (lines 14 - 18) to the

EMS with the maximum metric value, determined in lines 6 - 13.

Because 𝐹 is an unordered set, the EMS is randomly selected if

several EMS yield the same metric value. Note that this algorithm

assigns only positive requests to all EMSs and, hence, no balancing

between EMSs is performed to optimize the metric value. Allow-

ing a disaggregation vector with non-uniform signs might also

imply higher total cost for the flexibility, because the additional

negative flexibility must be compensated by the remaining EMSs.

Furthermore, power distribution grid limitations are not considered

explicitly by the disaggregation algorithm, however the feasibility

of a disaggregation vector can be checked with power flow analysis,

if the grid is sufficiently monitored. Alternatively, the distributed

EMS should only be allowed to offer limited flexibility, e.g. by re-

stricting the parameters 𝑃𝑚𝑎𝑥
𝐺
(𝑡) and 𝑃𝑚𝑖𝑛

𝐺
(𝑡) or by implementing

concepts like flexibility lists or quotas proposed in [8].

In order to disaggregate a flexibility request 𝑃𝑃𝑜𝑜𝑙
𝑓 𝑙𝑒𝑥
(𝑡) to 𝐾 EMSs,

the algorithm needs to calculate the metric value once for each EMS,

whichwe assume to be constant inO(1). After assigning a flexibility
portion to one EMS, only the metric value of that single EMS must

be updated, other values can be cached. The number of required

update steps depends on the flexibility request 𝑃𝑃𝑜𝑜𝑙
𝑓 𝑙𝑒𝑥
(𝑡) and the

configured maximum step size 𝑆𝑚𝑎𝑥 , and is therefore independent

of 𝐾 . The overall computational effort can be estimated by

O ©­«𝐾 +
𝑃𝑃𝑜𝑜𝑙
𝑓 𝑙𝑒𝑥
(𝑡)

𝑆𝑚𝑎𝑥
ª®¬ .

Note that the accuracy of the algorithm to achieve the expectations

defined by𝑚(.) depends on 𝑆𝑚𝑎𝑥 and the shape of the metric func-

tion. Smaller step sizes can improve the accuracy, but also impact

the computation time.

Equal (EQUAL). With equal disaggregation, each EMS receives

the absolute equal share of the flexibility request, unless it is infea-

sible. In that case, limited EMSs will use their maximum flexibility

and the remaining EMSs have equal share of flexibility provisioning.

𝑚𝐸𝑄𝑈𝐴𝐿 (
�
𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
𝑒
) = −

����𝑃𝑓 𝑙𝑒𝑥 (𝑡)�𝑒 ���
Proportional (PROP). With proportional disaggregation, each

EMS receives a flexibility request proportional to its maximum

possible flexibility. This policy ensures a proportional fair disaggre-

gation with respect to local capabilities.

𝑚𝑃𝑅𝑂𝑃 (
�
𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
𝑒
) = −

�
𝑃𝑓 𝑙𝑒𝑥 (𝑡)
𝑃𝑚𝑎𝑥
𝑓 𝑙𝑒𝑥
(𝑡)

�
𝑒

Cost-optimal (COST). With cost-optimal disaggregation, the total

flexibility cost, defined in Equation (35), is heuristically minimized.

𝑚𝐶𝑂𝑆𝑇 (
�
𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
𝑒
) = −

�
𝛾 (𝑃𝑓 𝑙𝑒𝑥 (𝑡))

�
𝑒

Algorithm 1: Algorithm to disaggregate positive flexibility.

Input: 𝑃𝑃𝑜𝑜𝑙
𝑓 𝑙𝑒𝑥
(𝑡) > 0

Data:𝑚(
�
𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
𝑒
) → R, 𝑆𝑚𝑎𝑥 > 0

Output:
(�
𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
1
, . . . ,

�
𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
𝐾

)
1 if 𝑃𝑃𝑜𝑜𝑙

𝑓 𝑙𝑒𝑥
(𝑡) < 𝑃𝑃𝑜𝑜𝑙,𝑚𝑎𝑥

𝑓 𝑙𝑒𝑥
(𝑡) then

2 ∀𝑒 = 1..𝐾 :

�
𝑃𝑓 𝑙𝑒𝑥 (𝑡) ← 0

�
𝑒
; // Init EMS

3 𝐹 ←
{
𝑒 = 1..𝐾 :

�
𝑃𝑚𝑎𝑥
𝑓 𝑙𝑒𝑥
(𝑡) > 0

�
𝑒

}
; // feasible EMS

4 𝑃𝑟𝑒𝑚
𝑓 𝑙𝑒𝑥
(𝑡) ← 𝑃𝑃𝑜𝑜𝑙

𝑓 𝑙𝑒𝑥
(𝑡) ; // Remaining flexibility

5 while 𝑃𝑟𝑒𝑚
𝑓 𝑙𝑒𝑥
(𝑡) > 0 do

6 𝑚𝑚𝑎𝑥 ← −∞;
7 foreach 𝑒 ∈ 𝐹 do
8 𝑆𝑒 ←

min

(
𝑆𝑚𝑎𝑥 , 𝑃𝑟𝑒𝑚

𝑓 𝑙𝑒𝑥
(𝑡),

�
𝑃𝑚𝑎𝑥
𝑓 𝑙𝑒𝑥
(𝑡) − 𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
𝑒

)
;

9 if 𝑚(
�
𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
𝑒
+ 𝑆𝑒 ) > 𝑚𝑚𝑎𝑥 then

10 𝑚𝑚𝑎𝑥 ←𝑚(
�
𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
𝑒
+ 𝑆𝑒 );

11 𝑑 ← 𝑒 ; // Select EMS 𝑑

12 end
13 end
14

�
𝑃𝑓 𝑙𝑒𝑥 (𝑡) ← 𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
𝑑
+ 𝑆𝑑 ;

15 𝑃𝑟𝑒𝑚
𝑓 𝑙𝑒𝑥
(𝑡) ← 𝑃𝑟𝑒𝑚

𝑓 𝑙𝑒𝑥
(𝑡) − 𝑆𝑑 ;

16 if
�
𝑃𝑚𝑎𝑥
𝑓 𝑙𝑒𝑥
(𝑡) = 𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
𝑑
then

17 𝐹 ← 𝐹 \ 𝑑 ;
18 end
19 end
20 end

Instead of looking at the cost for scheduling each portion of flexi-

bility (𝛾 (𝑥 + 𝑆𝑒 ) − 𝛾 (𝑥)), the total cost for scheduling the share of
the EMS is considered, because the former can be non-convex and

non-linear, and is not guaranteed to be monotone. On the other

hand, the continuous relaxation of the MILP constraint set is convex

as well as the affine linear objective function 𝑂1. As a result, the

solution space is convex (with possible gaps due to integer restric-

tions) and the objective function 𝑂1 increases monotonically with

increasing scheduled flexibility. The iterative algorithm will not

necessarily find the optimal solution with the given metric, but it

heuristically takes the EMS that provides the next flexibility portion

with the lowest overall EMS cost (compared to not participating),

which contributes to a low total cost.

Probability-optimal (POPT). With probability-optimal disaggre-

gation, the overall probability from Equation (36) is maximized.

Assuming that the sum of all flexibility probabilities of the EMSs is

constant, all probabilities must be identical to maximize the total

probability according to Lemma B.1 (see Appendix B). Hence, the

first objective is to equalize the probabilities between the EMSs.

Because the product of all probabilities is continuous, it is enough to

reach an arbitrary near value to equality in order to obtain a value

near to the maximum. Following Lemma B.2, the maximum total

probability (with equal individual probabilities) is greater if the sum
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of the probabilities is greater, and therefore the second objective

is to maximize the sum of the probabilities. Both objectives can

heuristically be achieved with the following disaggregation metric

used within Algorithm 1.

𝑚𝑃𝑂𝑃𝑇 (
�
𝑃𝑓 𝑙𝑒𝑥 (𝑡)

�
𝑒
) =

�
𝜌 (𝑃𝑓 𝑙𝑒𝑥 (𝑡))

�
𝑒

Since 𝜌 (.) decreases monotonically with increasing flexibility, se-

lecting the EMS with the highest achieved probability value will

converge the probability values between EMSs as good as possible.

On the other hand, if all probabilities are already close, selecting

the EMS with the highest probability value will keep the sum of

probabilities high.

6 EVALUATION
We first state our assumptions, present the data basis, and finally

evaluate the forecast models, the MILP, and the flexibility pooling.

6.1 Assumptions and Data
Our PV generation forecast models are trained for 5 different PV

systems with data from October 2017 to December 2019, excluding

the four months January, April, June and October in 2019, which

serve as test data. These four months are chosen to represent the

different seasons of the year and were never seen by the model

before. Additionally, data from February 2020 is used as validation

data set to avoid overfitting of the model. We use historic weather

data from Solcast [43] as assumed perfect weather forecast input

to our models, where the most correlating weather parameters are

listed in Section 3.1. The load forecast models are evaluated on

load profiles of 10 different households in 2019. Both PV and load

profiles are recorded by OpenEMS [15] at real household installa-

tions located in Central Europe and the anonymized data will be

available on the Open Energy Platform [26].

The driving behavior of people with EVs differs to combustion

engine drivers, e.g., due to smaller vehicle range, limited availability

of charging facilities or because EVs are typically used as secondary

car. Nevertheless, we assume that most people will not (like to)

change their driving behavior drastically when switching from

combustion engine vehicles to EVs in the future. Typical commuter

routes will not change with the means of propulsion, and longer

trips will require additional charging stops at public charging sta-

tions, which people will tend to avoid because charging at home

is cheaper and much more convenient. Therefore, as basis for our

EV charging profiles, we take data from the Mobility Panel Ger-

many
1
, which provides one week survey data on travel behavior in

Germany [14]. We assume that hybrid PV and battery systems are

more often installed in rural areas due to space limitations and that

users will not charge their EVs at home if their stay is less than 1

hour. As a result, we obtain 739 daily profiles with arrival time at

home, departure time and driven distance of the last trip, which

must be recharged until departure. The driving distance converts

to required energy 𝐸𝐸𝑉 ,𝑖 with the assumed energy consumption of

17 kWh per 100 km and a realistic average battery storage capacity

of 𝐸𝑚𝑎𝑥
𝐸𝑉 ,𝑖

= 40 kWh. All charging processes start with an initial en-

ergy level of 10 %. The charging power of the EV is limited to values

1
Mobility Panel Germany: MOP 2016/17, Bundesministerium für Verkehr und digitale

Infrastruktur (English: Federal Ministry of Transport and Digital Infrastructure)
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Figure 4: Daily RMSE of LSTM-RNN forecast compared to
RNN, ANN and SAY approaches on the test data set.

defined by IEC 61851-1 with 𝑃𝑚𝑖𝑛
𝐸𝑉 ,𝑖

= 4.3 kW and 𝑃𝑚𝑎𝑥
𝐸𝑉 ,𝑖

= 11 kW,

and a charging efficiency of 𝜇𝐸𝑉 ,𝑖 = 0.9.

For each EMS, we further fix 𝑃𝑚𝑖𝑛
𝐺
(𝑡) and 𝑃𝑚𝑎𝑥

𝐺
(𝑡) to be 20 kW,

assume constant energy cost, and specify a typical ESS with 𝑃𝑚𝑎𝑥
𝐸𝑆𝑆

=

9 kW, 𝐸𝑚𝑎𝑥
𝐸𝑆𝑆

= 12 kWh, 𝜇𝐸𝑆𝑆 = 0.9 and an initial energy level of 10 %.

Furthermore, we randomly assign between 0 and 2 EV charging

processes to each EMS, which seems reasonable for households with

up to two EVs. All simulations are carried out with quarter-hour

resolution, hence 𝑇 = 96 and Δ𝑡 = 0.25.

6.2 Forecast Models
For calculating the daily accuracy of our forecast models, we use

the Root Mean Squared Error (RMSE) over the period of 24 h.

6.2.1 PV Generation. To compare our LSTM-RNN, we choose a

RNN, a feed-forward ANN and SAY as reference models. Instead

of LSTM units the RNN is configured with SimpleRNN units, and

the ANN with Dense units. We apply the commonly used Mean
Squared Error (MSE) as loss function. The LSTM units and the RNN

use the default hyperbolic tangent (tanh) as activation function,

whereas the ANN is configured with Rectified Linear Unit (ReLU)
due to better performance with the configured loss function. The

Adam optimizer is used as gradient descent in the backpropaga-

tion phase. The TensorFlow Model Optimization Toolkit optimizes

the hyperparameters of our model. The best results are achieved

with 30 epochs, a batch size of 17, a L1 kernel regularizer of 0.02,
and a learning rate of 0.0189. The daily RMSE distribution of the

different models is depicted in Figure 4. For all PV systems, the

proposed LSTM-RNN outperforms the reference models yielding

an average forecast accuracy improvement of 27.64 %, 39.52 % and

46.16 % compared to the RNN, ANN and SAY model, which seems

reasonable accurate for further consideration in local optimization

and flexibility disaggregation.

6.2.2 Household Load. For comparing our two persistence models,

we appropriately configure the German standard load profile H0.

The box plots in Figure 5 show the daily RMSE distribution and its

mean value of the SD, SAY and H0 model. The SD model achieves

an overall better mean RMSE for 8 out of 10 households, outper-

forming the SAY model by 10.3 % and the H0 standard load profile

by 20 %. In contrast, the SAYmodel only achieves better results for 6

households compared to H0 with an overall accuracy improvement

of 15.5 %. Note that the accuracy depends on the overall stability of

Copyright and Reference Information: This material (preprint, accepted manuscript, or other author-distributable version) is provided to ensure timely dissemination of scholarly work.
Copyright and all rights therein are retained by the author(s) and/or other copyright holders. All persons copying this work are expected to adhere to the terms and constraints invoked by
these copyrights. This work is for personal use only and may not be redistributed without the explicit permission of the copyright holder. The definite version of this work is published as
[·] Dominik Danner, Jan Seidemann, Michael Lechl and Hermann de Meer. Flexibility disaggregation under forecast conditions. In Proceedings of the Twelfth ACM International Conference on Future

Energy Systems, e-Energy ’21, New York, NY, USA, 2021. Association for Computing Machinery.
See http://www.net.fim.uni-passau.de/papers/DannerD2021a for full reference details (BibTeX, XML).



Flexibility Disaggregation under Forecast Conditions e-Energy ’21, June 28-July 2, 2021, Virtual Event, Italy

HH1 HH2 HH3 HH4 HH5 HH6 HH7 HH8 HH9 HH10

0

500

1000

1500

2000

2500

3000

RM
SE

 (W
h)

SD
SAY
H0

Figure 5: Daily RMSE of SD and SAY forecast compared to
standard load profile in 2019.
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Figure 6: Computation time of 350 EMS scenarios and ratio
of solvable EMS scenarios within 120s.

the load profiles. Households with rather stable load profiles (e.g.

𝐻𝐻6 and 𝐻𝐻8) have a smaller RMSE than those with more than

twice the standard deviation in their daily profiles. This matches

with the initial statement that load forecasting on household level

is challenging especially with highly fluctuating load profiles.

PV and load forecast yield comparable error measures, however

there is space for improvement, e.g. using more training data, bet-

ter training setup or more sophisticated forecast models. In the

following the combined forecast error is used to demonstrate the

impact of local forecast errors on flexibility disaggregation, which

in general is independent of the used forecast models.

6.3 EMS Model
In order to evaluate the computation time of the EMS MILP, we

create 350 different realistic EMS scenarios, which are sampled from

10 household profiles, 5 PV profiles and 7 different summer days.

As can be seen in Figure 6, most EMS scenario can be solved within

the time limitation of 2min on a single core of Intel Xeon E5-2630
v4 @2.20 GHz using Gurobi v9.1.0. Solving objective function 𝑂1

for cost estimation is on average drastically faster than solving all

hierarchical objective functions, which in turn positively influences

the computation time of the COST flexibility disaggregation. The

performance of the MILP can be quantified by the degree of self-

consumption and autarchy as defined in Equation (37) and (38).

The total PV generation is given by 𝐸𝑔𝑒𝑛 =
∑𝑇
𝑡=0 𝑃𝑃𝑉 (𝑡) · Δ𝑡 , the

feed-in power by 𝑃𝑠𝑒𝑙𝑙
𝐺
(𝑡) = 𝑚𝑖𝑛(0, 𝑃𝐺 (𝑡)) and the total energy

consumption by 𝐸𝑐𝑜𝑛 =
∑𝑇
𝑡=0

(
𝑃𝑃𝑉 (𝑡) +

∑𝑁
𝑖=0 𝑃𝐸𝑉 ,𝑖 (𝑡)

)
.
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Figure 7: Self-consumption and autarchy of 350 EMS scenar-
ios comparing forecast models with perfect forecasts.

𝑠𝑒𝑙 𝑓 = 1 +
∑𝑇
𝑡=0 𝑃

𝑠𝑒𝑙𝑙
𝐺
(𝑡) · Δ𝑡

𝐸𝑔𝑒𝑛
∈ [0, 1] (37)

𝑎𝑢𝑡 = 1 −
∑𝑇
𝑡=0 𝑃

𝑏𝑢𝑦

𝐺
(𝑡) · Δ𝑡

𝐸𝑐𝑜𝑛
∈ [0, 1] (38)

The box plots in Figure 7 show that the MILP can not always

reachmaximum degree of self-consumption and autarchy evenwith

perfect forecast, because in many EMS scenarios PV generation

is smaller than the total consumption and highly misaligned with

the consumption profile. Furthermore, the average degree of self-

consumption is 8.04 percentage points smaller and autarchy is

13.72 percentage points smaller when using the proposed forecast

models (LSTM-RNN for PV generation and SD for household load)

compared to assumed perfect forecasts. However, the metric values

could be improved with an online feedback controller that follows

the planned ESS profile as good as possible, but limits the ESS to not

charge from the grid or discharge to the grid, which occurs when

naively following the optimized profiles. Consequently, forecast

inaccuracies must be considered during flexibility provisioning

where a scheduled power flexibility always needs to be provided.

6.4 Flexibility Pooling
The EMS constraints (Equations (20) and (21)) are required to pro-

hibit the EMS to use its ESS to participate in the energy market

and cause unpredictable situations in the power distribution grid.

However, these limitations drastically impact the possible flexibility

that can be scheduled to an EMS. As can be seen in Figure 9, the

flexibility range of a flexibility pool consisting of 150 EMSs is lim-

ited on average to only 30.37% of the maximum possible flexibility.

In addition, EV charging provides mostly negative flexibility at

night, and PV generation provides most positive flexibility during

the day. As a result, these EMS constraints should only be used for

local optimization and be neglected when it comes to flexibility

scheduling in order to make maximum use of the local ESSs.

In the following, we compare the proposed disaggregation poli-

cies by analyzing a flexibility pool consisting of 150 EMS with

disabled EMS constraints. Thereby, flexibility with different power

levels is scheduled starting from time 10 until the flexibility pool

cannot provide the required power flexibility anymore. Figure 8
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Figure 8: Aggregated cost (top, blue) and probability (bottom, red) of energy flexibility of a pool consisting of 150 EMS with
𝑆𝑚𝑎𝑥 = 1 kW. Note that cost graphs use log scale in the color map.
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Figure 9: Optimal profiles of a flexibility pool with 150 EMSs,
where the background shows the different potential flexibil-
ity with (solid gray) andwithout (lined gray) EMS constraints.

shows cost and probability for each policy, whereby for each point

in the diagram the power flexibility from the y-axis is scheduled

from time 10 until the x-axis value and the color yields either total

cost or delivery probability. The cost develops quite similar for all

policies except for COST, which has lower total cost for small power

flexibility at the beginning. Bigger differences can be seen at the

probability, where POPT policy clearly outperforms EQUAL and

COST. Only PROP policy achieves comparable results, because the

disaggregation vector is very similar to POPT due to the similarity

of the CDF curves. Consequently, cost-optimal disaggregation, as

widely proposed in the literature, is not necessarily the best choice

when high delivery probability is required from distributed EMSs.

7 CONCLUSION AND FUTUREWORK
In this paper we have discussed different short-term forecast models

for PV generation and household load at local energy management

systems, among them a LSTM-RNN for PV generation and two

rather simple but easily applicable persistence models for house-

hold load. We have further defined a MILP that optimizes the local

EMS operation of a stationary ESS and flexible EV charging pro-

cesses. This MILP achieves a high degree of self-consumption and

autarchy in day-ahead optimization, even when using forecast pro-

files of real household data sets. Nonetheless, the MILP is solved

fast enough, such that the optimization can be deployed in a de-

centralized manner. The solution space of the MILP determines the

possible power flexibility of the EMS, which can be aggregated at

a flexibility pool. We finally proposed an iterative algorithm that

performs equal, proportional, cost-optimal or probability-optimal

flexibility disaggregation. Our evaluations show that limiting the

usage of the ESS only for local PV over-generation, highly impacts

the possible flexibility of EMSs. Finally, our simulations of flexibil-

ity disaggregation reveal that cost-optimal disaggregation is not

necessarily the best choice, especially for distributed EMSs that rely

on local PV and household load forecasts.

In the future, we plan to improve the forecast accuracy of the

proposed models and extend the MILP formulation to support ad-

ditional flexible loads, e.g. heat pumps, and ancillary services, e.g.

reactive power or reserve power, which both can be modeled with

additional constraints. On top of our list is an extended evaluation

of the flexibility disaggregation to see how randomized flexibility

requests are handled also with regard to fairness between the EMS.
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A APPENDIX

Table 1: MILP decision variables grouped by appliance.

Variable Description

𝑀𝐸𝑉 ,𝑖 (𝑡) ∈ {0, 1} Charge (0) or not (1)

𝑃𝐸𝑉 ,𝑖 (𝑡) ∈
[
0, 𝑃𝑚𝑎𝑥

𝐸𝑉 ,𝑖

]
Charging power of EV 𝑖

𝑀𝐸𝑆𝑆 (𝑡) ∈ {0, 1} Charge (0) or discharge (1)

𝑃+
𝐸𝑆𝑆
(𝑡) ∈

[
0, 𝑃𝑚𝑎𝑥

𝐸𝑆𝑆

]
Charging power of the ESS

𝑃−
𝐸𝑆𝑆
(𝑡) ∈

[
0, 𝑃𝑚𝑎𝑥

𝐸𝑆𝑆

]
Discharging power of the ESS

𝐸𝐸𝑆𝑆 (𝑡) ∈
[
0, 𝐸𝑚𝑎𝑥

𝐸𝑆𝑆

]
Stored energy in the ESS

Table 2: MILP parameters grouped by appliance.

Parameter Description

𝑡 = 0..𝑇 Index for time slot 𝑡 out of 𝑇 time slots

𝑖 = 0..𝑁 Index for EV charging process 𝑖 out of 𝑁

Δ𝑡 > 0 Size of the time slot [h]

𝑐𝑏𝑢𝑦 (𝑡) > 0 Time-dependent energy cost [ct/kWh]

𝑃𝑃𝑉 (𝑡) ≥ 0 Time-dependent PV production [kW]

𝑃𝐻𝐻 (𝑡) ≥ 0 Time-dependent HH load [kW]

𝑃𝑚𝑎𝑥
𝐺
(𝑡) ≥ 0 Time-dependent upper grid limit [kW]

𝑃𝑚𝑖𝑛
𝐺
(𝑡) ≤ 0 Time-dependent lower grid limit [kW]

𝛼𝑖 (𝑡) ∈ {0, 1} EV is available (1) or not (0)

𝜇𝐸𝑉 ,𝑖 ∈ (0, 1] Efficiency of EV charging

𝑃𝑚𝑖𝑛
𝐸𝑉 ,𝑖

≥ 0 Minimum EV charging power [kW]

𝑃𝑚𝑎𝑥
𝐸𝑉 ,𝑖

≥ 𝑃𝑚𝑖𝑛
𝐸𝑉 ,𝑖

Maximum EV charging power [kW]

𝐸
𝑟𝑒𝑞

𝐸𝑉 ,𝑖
> 0 EV energy requirement [kWh]

𝐸𝑖𝑛𝑖𝑡
𝐸𝑉 ,𝑖

≥ 0 Initially stored energy of EV [kWh]

𝐸𝑚𝑎𝑥
𝐸𝑉 ,𝑖

> 𝐸𝑖𝑛𝑖𝑡
𝐸𝑉 ,𝑖

Maximum energy storage of EV [kWh]

𝜇𝐸𝑆𝑆 ∈ (0, 1] Efficiency of the ESS

𝑃𝑚𝑎𝑥
𝐸𝑆𝑆

≥ 0 Maximum power of the ESS [kW]

𝐸𝑖𝑛𝑖𝑡
𝐸𝑆𝑆
≥ 0 Initially stored energy of the ESS [kWh]

𝐸𝑚𝑎𝑥
𝐸𝑆𝑆

≥ 0 Maximum energy storage of the ESS [kWh]

B APPENDIX
Lemma B.1. Let 𝐾 ∈ R+

0
, 𝑎1, . . . , 𝑎𝑛 ∈ R+

0
such that

∑𝑛
𝑖=1 𝑎𝑖 = 𝐾

and 𝑓 : R𝑛 → R : (𝑎1, . . . , 𝑎𝑛) ↦→
∏𝑛
𝑖=1 𝑎𝑖

∀𝑖 = 1..𝑛 : 𝑎𝑖 =
𝐾

𝑛
assumes a maximum in 𝑓 (𝑎1, . . . , 𝑎𝑛)

Proof. Assume there is a vector (𝑏1, . . . , 𝑏𝑛) that yields maxi-

mum value for

∏𝑛
𝑖=1 𝑏𝑖 , but has different values at indices 𝑘 and

𝑚, 𝑘 ≠ 𝑚. Let 𝑑 > 0, 𝑏𝑘 = 𝐾
𝑛 − 𝑑 and 𝑏𝑚 = 𝐾

𝑛 + 𝑑 , than 𝑏𝑘 · 𝑏𝑚 =(
𝐾
𝑛

)
2

− 𝑑2 <

(
𝐾
𝑛

)
2

, hence

∏𝑛
𝑖=1 𝑏𝑖 not maximal. □

Lemma B.2. Let 𝐾1, 𝐾2 ∈ R+
0
, 𝐾1 < 𝐾2, 𝑎1, . . . , 𝑎𝑛, 𝑏1, . . . , 𝑏𝑛 ∈

R+
0
such that

∑𝑛
𝑖=1 𝑎𝑖 = 𝐾1 and

∑𝑛
𝑖=1 𝑏𝑖 = 𝐾2

max

𝑎1,...,𝑎𝑛

𝑛∏
𝑖=1

𝑎𝑖 < max

𝑏1,...,𝑏𝑛

𝑛∏
𝑖=1

𝑏𝑖

Proof. Let 𝑎1, . . . , 𝑎𝑛 be values that yield the maximum for∏𝑛
𝑖=1 𝑎𝑖 and

∑𝑛
𝑖=1 𝑎𝑖 = 𝐾1. Define∀𝑖 = 1..(𝑛−1) : 𝑏𝑖 = 𝑎𝑖 ,𝑏𝑛 = 𝑎𝑛+1

and

∑𝑛
𝑖=1 𝑏𝑖 = 𝐾2, than obviously 𝐾1 < 𝐾2 and

max

𝑎1,...,𝑎𝑛

𝑛∏
𝑖=1

𝑎𝑖 = 𝑎𝑛

𝑛−1∏
𝑖=1

𝑎𝑖 < (𝑎𝑛 + 1)
𝑛−1∏
𝑖=1

𝑎𝑖 =

𝑛∏
𝑖=1

𝑏𝑖 ≤ max

𝑏1,...,𝑏𝑛

𝑛∏
𝑖=1

𝑏𝑖

□
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